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Abstract

In the paper, we propose a method of multi-task learning in the cocktail party problem with a single microphone.
The task of automatic speech recognition for each of the speakers in the audio signal was chosen as an additional
one. The paper presents two different approaches to the hierarchy of tasks in which speech recognition follows the
separation of speech signals or done simultaneously with it. Training and testing of models was carried out on open
resources and public datasets.

The proposed method showed an improvement in results compared to the single-task model and gave an
increase of about 1% SDR and PESQ according to various estimates of the quality of speaker separation. To
confirm the results, a hierarchical model was trained using only the loss function of the speech recognition task,
which also improved the quality of speaker separation by 0.4% SDR and PESQ.
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AHHOTaumAa

B nmannoif paboTe MBI mpeayiaraeM METOA MHOT033/Ia9HOTO OOYYEHUs B 3a/1a4d KOKTEHIBHON BEUSPUHKH C
€ANHCTBEHHBIM MHKPO(OHOM, B KauecTBe MOMOIHUTENHHOH 3amaum ObUla BEIOpaHa 3a7ada aBTOMAaTHYECKOTO
pacno3HaBaHMS Pedr IS KaKAOTO M3 IWKTOPOB B 3BYKOBOM CHTHane. B pabore mpencTaBiieHs! JBa pa3IMIHbIX
MOAXO0Aa K MEpapXWy 3afad, B KOTOPBIX DACIO3HABAaHWE PEYH INPOHM3BOAUTHCS IOCIE Pa3/eNeHUs] PEeUeBBIX
CHTHAJIOB WM K€ OJHOBpPEMEHHO ¢ HMM. OOydueHHe W TECTHPOBAHHE MOJENEH NMPOBOAMIOCH HAa OTKPHITHIX
pecypcax u Habopax JaHHbIX.

IpesiosKeHHbI METOJI MOKa3all yIydIlCHHE Pe3yJbTaTOB M0 CPABHEHHIO C OJHO33/auHON MOJENbIO, JaB
MPUPOCT OKOJIO 1% MO pas3InyHbIM OLICHKaM Ka4ecTBa pasjieleHus JUKTOPOB. [ HOATBEPIKIACHHUS PEe3yIbTaTOB
ObUT MPOM3BEACHO [MO00yYCHHE HepapXU4ecKol MOJICIH KCIONb3ys TOJNBKO (YHKIHMIO TMOTEPh 3ajauu
pacro3HaBaHUsl PEUH, YTO A0 TAKXKE A0 YIIyUIICHHE KauecTBa pas3/esieHus AMKTopoB Ha 0.4%.

KnioueBbie ciioBa: ABTOMaTHYECKOE pacloO3HaBaHHME pedyd, MpolieMa KOKTEHJIbHOW BeYepUHKH, TIIyOoKoe
o0yueHHe, MHOTr03a1aqyHoe 00y4eHHe, pa3/esIecHHe CUTHAIOB

1 Introduction

Automatic speech recognition (ASR) is one of the important problems in the modern world. There are
many solutions that allow it to be solved with high accuracy for speech signals of good quality. However,
in the real world, speech recognition systems face contamination of the speech signal by different noise.
Especially the case of the extraneous speaker voices presence is difficult. To solve this task, we used the
systems that implement signal separation by differentiating speakers. In consistent speech cases, the task
is well studied and known as the speaker diarization problem. In cases of significant overlap of the
speaker's speech signals, the task becomes much more difficult and is known as the cocktail party
problem. To solve the problem of a cocktail party with one microphone, various approaches were used.
Most modern solutions are based on deep learning. This approach allows us to achieve high results, but it
is associated with problems such as overfitting, which are especially acute with a small amount and
variety of training data, which are often unavailable. Examples of low generalizing ability of models are
their instability on data containing other dialects or the underrepresentation of speech examples of one of
the sexes in the training dataset. One of the methods to improve the generalizing ability of deep learning
models is the method of multi-task learning, when one model is trained to solve various problems from
the same subject area, so that the model can use the similarities and differences between them. In many
cases, the method of multi-task learning allows us to achieve better model predictions results from
specific tasks compared to the models trained for one specific task. In this work, we propose a method of
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multi-task learning in a cocktail-party problem with a single microphone. The task of automatic speech
recognition for each of the speakers in the audio signal was chosen as an additional one in two different
formulations. Firstly, when speech recognition is carried out on the basis of signals predicted by the
separation model. Secondly, when the transcription of the speech of individual speakers is predicted
simultaneously with the prediction of the separated speech signals of speakers.

The main goal of the work is to implement the proposed model and compare the results to show the
advantages of the multi-task approach in the speaker separation task with mono-channel signals.

1 Literature review

Currently, many end-to-end models have been proposed to solve the cocktail party problem. The models
that use multi-task learning with the solution of speech separation and recognition problems are the most
interesting in this work. For a problem with multiple microphones, a MIMO-Speech model [1] was
proposed in 2019. This model implements a hierarchical approach to the problem when the speech
recognition task is solved after the speaker separation problem. For a more complex task with a single
microphone, in 2018 it was proposed a model [2] that does not use multi-task learning, but solves the
problem of speech recognition of multiple speakers with end-to-end approach. Unlike MIMO-Speech,
which implements a hierarchical approach to multi-task learning, an alternative is to use a single block of
feature extraction block for heads solving various equal tasks. An example of such an approach is Multi-
task BERT model from [3] for the natural language understanding (NLU) task. Thus, work [2] shows the
possibility of considering the recognition problem as one of the independent tasks and using an additional
head to the block of the feature extractors of the original problem to solve it. Models [1] and [2] are
based on the Transformer architecture, which makes it difficult to train in conditions of limited
computing resources. Therefore, attention was drawn to earlier and simpler models that solve individual
problems. To solve the separation problem in 2017, the Conv-TasNet [4] model based on the CNN
architecture was proposed, due to which its training time is significantly shorter, while the model shows
good quality evaluations (15.5 SDRi on the Librimix while state of the art models shows 20 SDRi).
Modern approaches to the task of automatic speech recognition are also based on the Transformer
architecture, for example, Wav2Vec2.0 [5]. However, within the framework of this work, the use of this
architecture is laborious. Therefore, a model based on the CNN Wav2L atter [6] architecture was chosen
as a speech recognition model. In the paper we also used the PIT [7] method, which has become standard
for solving the separation problem and significantly improves the convergence of model used in [4]. For
the training separation models there are many synthetic datasets based on existing speech corpora, similar
in principle to generation. Librimix is the largest public dataset [8], based on the English language speech
corpus of recordings from LibriSpeech [9] that contains high quality speech examples from audio books.

2 Method

In the paper we compare three different composite models. The common part of the models which solves
the speech signals separation task have the same architecture. The architecture is Conv-TasNet reduced
to 0.6M parameters to decrease training time. Reducing the complexity of the model naturally led to a
decrease in the quality of separation to 11 SDR, which is still an acceptable quality when listening to a
person. To train all models, we use the PIT method, the sources are rearranged based on comparing the
outputs of the separation block with the target signals. The differences of the models are in the part of the
model solving the speech recognition task.

The hierarchical model is a sequential connection of Conv-TasNet and Wav2L etter models adapted to
the sampling rate of 8khz.

For the common feature space model we use Conv-TasNet with an additional decoder block, which
implements end-to-end speech recognition. In such a model, both tasks are solved on the basis of the same
features, so that the features should be more representative.

The baseline is the component model with Conv-TasNet and Wav2Letter as in hierarchical model,
which are trained in alternating periods.

When training models, we use the gradient clipping technique and the Knowledge Distillation method
[10] for the speech recognition block, which allows to improve the convergence of the model, the
Wav2Vec 2.0 model was used as a teacher.

All models were implemented in the PyTorch framework.



4 Experiments and results

The experiments are done on a synthesized data set based on the LibriSpeech public corpus containing audio
recordings of English speech with a low noise level, part of train-clean-100 was used for training and
validation and test-dev-clean was used for the test. The synthesis of examples for the data set was similar to
LibriMix, to reduce the learning time, speech examples were limited in duration to four seconds, in this
regard, the markup of the speech recognition task for each individual speaker's speech example was carried
out synthetically using a modern Wav2Vec 2.0 model with high accuracy on LibriSpeech, WER 1.7%, which
significantly exceeds the possible quality indicators of the models considered in this paper. in total, 27,000
examples were synthesized for training and 4,000 examples each for testing and validation.

One model was trained for one day on one Nvidia Tesla V-100 with batch size 32 for 100 epochs. In the
experiments, model indicators were considered for different values of the multiplier k with an additional loss
function of the transcription task, Table 1 shows PESQ indicators for different values of the parameter k.

Table 1: PESQ score of separation block

Model k=10 k=1 k=0.1
HM 212 2.31 2.39
SFSM 2.02 2.29 2.38

The results obtained show that in both approaches, the best separation result corresponds to a lower
coefficient k for the loss function of the ASR task.

4.1 Base experiment

Figure 1 shows the convergence graphs of the separation block, Figure 2 shows the convergence graphs of
the speech recognition block, both figures show models with the optimal parameter.
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Figure 1: The separation block training curves
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Figure 2: The transcription block training curve

Table 2 shows the various metrics of the trained models on the test dataset. The results show that both
multitasking methods yielded results superior to the base solution in terms of separation quality, and the
hierarchical model outperformed the component system in terms of CER for the ASR problem as well.

Table 2: Architecture comparison on test dataset

Model PESQ | SI-SDR | CER
baseline 2.37 11.11 0.42

HM 2.39 11.33 0.43
SFSM 2.38 11.16 0.49

4.2 Fine-tuning experiment

To confirm the relationship of improved results with the use of an additional loss function, an experiment
was conducted on tuning the base solution using only the loss function of the speech recognition problem.
The learning process is shown in Graph 3, the metrics obtained before and after the fine-tuning are shown in

Table 3.
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Figure 3: Tuning separation model only with ASR task loss



Table 3: ASR task fine-tuning results on test

Model PESQ | SI-SDR CER
Model before tuning | 2.33 10.73 0.44
Model after tuning 2.34 10.81 0.43

The loss function curve for the separation block was unstable during the training process, but the final result
showed improvement in the metrics, which confirms the feasibility of the hierarchical multitasking approach.

5 Discussion

Both proposed methods of multi-task learning showed an increase in results with the correct choice of the
relationship between the loss functions. At the same time, the model with a common feature space showed
noticeably higher quality indicators in the validation data containing the voices present in the training
sample. However, it is inferior to the hierarchical model on the test dataset, which may indicate an increased
tendency of this model to overfit due to a more accurate learning of the individual speaker’s speech
characteristics. Unfortunately, the increase was not so large, only about 1%. Perhaps great results could be
achieved using models with a larger number of parameters and a more advanced architecture, as in MIMO-
Speech. Since both approaches gave improved results, it was also worth considering the third statement of
the problem. It combines both approaches into the architecture, to consider the first transcription output as a
preliminary prediction, such as in the Inception networks [11].

6 Challenges and unrealized plans

During the research, the main problem was the lack of computing resources, which led to a significant
simplification of the model’s architecture and datasets. This did not allow us to use the models that can solve
individual problems well and can significantly reduce the possible number of experiments.

7 Conclusion

In this study, we show the possibility of improving the speaker separation quality using the additional task of
transcription of the received signals, as well as the possibility of tuning already trained models. Based on the
results obtained, it is necessary to test this method for modern architectures adding more tasks, such as
speaker verification. Then the method may possibly give relatively significant increase in metrics. Another
important task for subsequent work is to study the changes in the hidden space of models introduced by the
method of multi-task learning, and the establishment of interconnections between various speech processing
tasks. Another interesting direction is to consider the problem in a multimodal formulation, when the
resulting transcriptions are analyzed using a language model. Feedback between the semantic coherence of
the received transcriptions and the separation block can improve the quality of the extracted signals. This
direction will be the next stage of our research.
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