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The web is a rich platform for collecting natural language data and corpus construction,
but still, web corpus resources remain quite complex for a wide range of users. To make
the use of the corpus more suitable for a wide audience we provide a new project, based
on the data from the General Internet Corpus of Russian Language. The interface provides
users to explore the variety of word distribution - by age, gender and regions of the world,
to look up word usage and trends, check their texts on different kinds of authorship features
and share the visualizations. We have also conducted experiments on texts classification by
age, gender and location using data from the social media segment of the corpus. All of the
algorithms are integrated into one clear web interface.
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NuTeprer mo3BosgeT cobuparh OOJIBINIOE KOJUIECTBO UH(MOPMAIUA O €CTECTBEHHBIX S3bI-
KaxX M CTPOUTH KOPIIyca, HO BCE €Ile DOJIBITUHCTBO KOPITYCHBIX PECYPCOB OCTAIOTCS CJIMIITKOM



CJIOYKHBIMU JIjIst OOJIBIIOTO YUC/Ia ToJib3oBaTesieit. [ Toro arobbl ciaenars Kopiyc OoJiee
YJIOOHBIM JIJTsl MIMIUPOKOTO KPyTa JIoeil MbI TIPeJICTaB/IgeM CBOIl ITPOEKT, OCHOBaHHbIN Ha ['e-
nepaabaoM Nuarepuer Kopiryce Pycckoro fA3bika. nrepdeiic npeioctaBisier BO3MOXKHOCTD
HAOJTIOATh MHOXKECTBO CJIOBECHBIX PACIPEJIeIEHNil - M0 TOJIy, BO3PACTY U MECTOIIOJIOMKe-
HUIO, UCKATb CJIOBOYIIOTPEOJIEHNS] M CJIOBECHDBIE TPEHJIbI, ITPOBEPITH TEKCTHl Ha Pa3JIMIHbIE
ABTOPCKME MPU3HAKUA U BU3YaJIU3UPOBATH IOJIy9YeHHbIE JaHHble. Mbl TaK2Ke TTPOBEJI IKCIIe-
PUMEHTBHI 110 KJIACCU(PUKAIIUHT TIO TTOJTY, BO3PACTY U PETUOHY 110 JIAHHBIM U3 CEIMEHTa KOPITyca,
OTHOCSIIErocsl K COMUAJIBHBIM ceTsaM. Bce mojrydennbie aJropuT™Mbl HHTEIPUPOBAHbI B OJIUH
IIOHSITHBIN MHTEpEIic.

KurodueBble ciioBa: MalnHHOE OOYYEHHE, KOPIyCHasl JIMHI'BUCTUKA, K/acCH(pUKAIUs I10
BO3PACTY, KJIaCCU(MUKAIIS 10 TOJTY, KJIacCupUKAIUs 110 PErHOHY

1 Introduction

Corpora have proved to be a very useful instrument in natural language analysis. And with
the presence of the Internet and the social network, it has become possible to obtain large
amounts of annotated data and to constantly keep it up-to-date. A common problem with
the Web Corpora is that they usually have complicated APIs and search interfaces, so some
of the researchers may have problems with using the data to its full potential, and some
specialists from related fields of study - social media specialists, marketers, interested web
search amateurs - thus are not considering corpora as a proper instrument. In this paper, we
are trying to solve some of such problems by creating a web service capable of making requests
to General Internet Corpus of Russian (GICR) and applying machine learning algorithms to
the data obtained.

2 Project Goals and Functionality

The main goal of our project "Languages of Cities and People"! is to make obtaining corpus

statistics less complex, so a wider range of people can use the natural language data for
their researches, and to make a clear picture of word frequency distribution available to the
general public. To achieve this we created a web service with a simple interface which does
not require fine-tuning but is still able to provide reliable results. The frequency dictionaries
with differential features can help to estimate the most used word and even help predict
social trends.

The secondary goal of our project is to estimate authorship attribution by classifying text
by the author’s gender, region, and age. For this purpose, we have collected data from the
social media segment of the GICR and conducted several experiments described in chapter
5. All of the results obtained are integrated into the interface, so they can be used by the
general public to get the authorship features of their texts.

'https://int.webcorpora.ru/yalg/
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Figure 1: Search example for regional frequency statistics

3 The Data

The project is based on the data provided by General Internet-Corpus of Russian [1], includ-
ing main Russian social media sources: VKontakte?(VK) and Live Journal®(LJ). During the
project creation, two databases containing word frequency distribution on every combina-
tion of parameters (authors’ location, gender and age) were obtained on the whole amount
of data available in the corpus (10 and 9 billion words each) — see example 1.
Example 1.
e 2 npoorcusarue N:"gender=M""genrei=blog""loc=0Openbype""loc=0Openbypecrasn
obnaacms ""loc=Poccus" "month=10""rule=vk post""source=vk""year=2014"
o [ canvka N:"gender=M""genrei=blog" "loc=Apzranzervcrasn obaacmsv”
"loc=Mupnrwii " "loc=Poccusa" "month=08""rule=vk post""source=vk" "year=2014"
For such tasks as the classification and analysis of trends over time, we also needed original
text materials - a fragment of the Vkontakte segment (100 million words) was used for the
tasks of authorship attribution - age, gender and region classification.
Social media data needs to be updated frequently enough to capture major trends and
changes in it, while corpus projects are usually subject to the reverse trend - due to the
large volume, needs of the technological chain and labor-intensiveness of re-indexing, they
often form a frozen cast of language over time. The GICR data had to be updated, and
therefore the original corpus was supplemented with additional texts, collected from the
most prominent group of authors: popular bloggers and original content writers.

3.1 Data Preprocessing

The texts of a large web corpus often cause many problems caused by a large number of ac-
cumulated "garbage" - technical tokens, automatically generated text, typos, preprocessing
errors, very rare words. Because of this, the distribution of the law digit can be violated [3]
In the case of our material - databases of word frequencies by city, gender and age - the
situation with rare tokens and errors becomes critical: most of our frequencies are very rare
- such a frequency dictionary does not at all comply with Zipf’s law [5]- see Figure 2

https://vk.com/
Shttps://www.livejournal.com/
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Figure 2: Zipf law distribution vs distribution of words with differential features (see example

1)

To avoid the visualization of insufficient data, the following measures were taken to filter the
data:

e filtering from NaN values

e filtering from invalid toponyms
The procedure for the unification of place names was as follows: for each place tag the
nearest string in lookup database was found, with the help of geonames library this string
was converted to the proper unified region and city name.
Authors’ gender and age was taken for granted, which, however, created some difficulties
(see chap 4).
In addition to working with frequencies on the whole corpus, we also needed to solve the prob-
lem of data cleansing for the original texts collected by us from the aforementioned sources.
For these purposes, deduplication was carried out through Onion pomikalek2011removing,
and the texts were lemmatized using the pymystem3 python library?.

4 Frequency Distribution of Russian Words

We proceed from the hypothesis that the distribution of words according to differential
features can tell both about the language as a whole and be used to study the generalized
features of social groups. The corpus must be large enough, and the distribution of important
parameters in it should not be contrary to common sense. In our data, the age distribution
of authors is close to normal - see Figure 3. It is easy to see that there are no authors aged
less than 12, but there is a peak about of this age - according to the rules, users under 12 are
not allowed to use the resource, and they set the minimum possible age to register. There
are also outliers considering authors who set themselves as extremely old.

“https://github.com /nlpub/pymystem3
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Figure 3: Text by year of author’s birth distribution

To obtain the words that can be considered reliable features for the tasks of authorship attri-
bution, we we conducted a frequency analysis of our materials using the following procedure:
e the word and its frequency distribution by a parameter (gender, age, region) is ob-
tained;
e it can be assumed that the frequency distribution of the word in the parameter should
be uniform, but in reality, there may be outliers;
e using Pearson’s criterion, one can find words for which the uniform distribution hy-
pothesis should be rejected;
e by the largest difference between the observed and critical values, we can sort the words
with the strongest unevenness in the non-uniform distribution.
Using this simple test, heavily based on the work of [2] we can observe rather interpretable
results - see Table 1 and 2 for gender and age features.
Table 1. Most significant age features according to Pearson’s criterion

Group Key words

XJIOIHYTh, KOMeHTapuii, Jizkedd, ckanep, 6ajin, ClycKaThCsd, I3,
Jlepa, CypryT, [Ty, IPOUTPABIINi, MATHKpadT, 1e0n, dHa, XJIOIMIHNK,
IPY34YMK, apuHa, MOHCTeD, HACTPOUTD, Jallla, PKaTb, Mera-HU3KUA,
dokcu, TPUKOILHBINA, OUJIETHK, pa3penaThb, KPyroM, BOPMUKC,
OITyOJIMKOBAHHBIN, ITPOTUBOIIPABHBII, TTOJIMHA, HACTS, HAPYIHbIH,
B2Ke, JInaHa, KOHBEHINs, rpadOUuTH, aHnMaTPOHIK

Age < 17

JIMMY3WH, (poTOCeCcCHs, CTYINNHDBIN, KA3WHO, CBaICOHBIHN, KJIUH, I00UIEH,
pocToB, unrepdeiic, S3IUTHBIN, odopMIeHne, OUT, 3eJIeHOIPal, OIpoc,
Aged 18-30 | map, cbemka, cBaJIb0a, MITHOBEHHO, CI0O, KOHKYPEHIs, O(DOPMIIATD,
KyPOPTHBII, OPraH30BaTh, yJI00CTBO, IIPOKAT, JICHUHI'PAJI, OIIepaTop,
o4ar, TaKOBOW, CHUKCHHBII, HeJOPOToll, TeKuIa, KPYIrJIOCy TOYHbIN

JOCTaTOK, TaMOXKEHHDII, IIPOIOPIIMOHAJIBHEIN, POIOBOil, CIIDABOYHUK,
peryJjmpoBaHue, II0/I'0TOBUTh, 3a/I0J/I2KEHHOCTD, IIOJKOPMKAa, I'PaBUTAIIMOHHBI,
chopMyIMPOBAHHBIN, MEHEIZKMEHT, reiiMep, SWHINTENH, IIJIOTHOCTh, HACTOWKA,
bu3MK, TPOCTOTA, CABYECHKO, 3AJIOT, IIOCEB, TKOPD, JIe0AIbIIEBO, TIETUITH,
cpy0, yTBepKIeHNe, KAaHINIaT, KOJTOMONCKUI, aHTUMAalIaH, CIeIuaJlbHOCTD,
KalipaT, OTOIIEHUE, IPUBUJIET NS, IEPEMUPHUE, 3aXaPUeHKO, (haIIucT

Aged >30




Table 2. Most significant gender features according to Pearson’s criterion

Group | Key words

aBTOMAT, aBTOMOOM/Ib, aKKAYHT, ajeKCeil, ajiax, apMus, a3poropT,00err,
6opbba, boce, bpaysep, Oyrop, Bo3pacT, BOOOIIE, BOIIPOC, BCIIOMHUTD,
BCTPOEHHBIH, TOOJIMH, YKIM, 3a€M, 3aUHTEPECOBAHHBII, 3aIlleHUBATD,

Male 3AIUTHUK, 3adBKa, 3BEHO, 0J/I€PYKATh, OKOII, OIIOJTYEHEll, OPYKUe,

OYKM, MAH(MUIOBEI], TaPTHEPCKUI, TTACCUB, TIePENTe i, map,

100eTUTh, TPUIHSBBINA, TPOTPECce, MPOTUBHUK,ITPOIEHTHBIN, padoTaTh, pas,

paspelarh, pa3penienne, paHa, PEMOHT, PeIyTalus, Pedb, PO3bICK
ostH, 6J110710, 60T, OOoTaTCTBO, OPOBL, OpOCaTh, OYKET, OY/IrakoB, Oy/I0UYKa,
Oy/boH, OyMara, OyTHK, BapeHbIil, BEJIMKOJIEITHBIN, Bepa, BEPHOCTD,

BCPHYTLCH, BEPXHUIL, BEC, BECCJILII, BECCHHUNNA, BeUepHUil, BEUHbI,

BEIIIECTBO, BEIllb, B3AaUMHBII, B3aMeH, B3/IbIXaTh, B, »KUBOTHBII, KI3Hb,
zabosieBanue, 3a00Ta, 3a0bIBATH, 3a0bITh, 3aBUCETH, 3aBUCUMOCTD,

3aBTPa, 3aBTPaK, 30/IMaK, 30JIOTHCTDIi, 30Ha, 3Pd, 3yOUNK, UI'PYIIKA, HICAJTHHO

Female

5 Classification Experiments

This section provides information about the experiments conducted: prototypes of these
solutions will be included in the functionality of the service for checking arbitrary texts.

5.1 Gender Classification

Two classification experiments were conducted: on freshly collected texts and on full corpus
data. For each word we calculated statistics of usage in male and female texts using word
keyness on corpora’. In both cases logistic regression classifier with no regularization was
used. Best results on Vkontake data show 87% accuracy on binary gender classification.

5.2 Location Classification

The task of classifying locations is traditionally reduced to several levels: the classification
of a country, a region, and a city. In the case of VKontakte data, it turned out to be much
easier to determine exactly the city, since within the CIS countries and the world the Russian
language does not show as much variation on our data as it does in the regions of Russia
(the exception is Ukraine, which is well defined). Resulting from the classification of author
city by text, we achieved an accuracy of 40% on 52 classes.

5.3 Age Classification

Authors’ age classification appeared to be one of the most laborious task — as younger
people show the most fruitful online behavior writing posts, the only successful solution was
to divide all authors into three isometric categories - children (under 17), young (18-30)
and middle-aged (after 30). Children and the elderly differ quite strikingly from the whole
category of middle age, whereas middle age authors, perhaps due to their superior amount,
show a very large variety of topics and word usage, making smaller age strata problematic
to classify.

Shttps://www.sketchengine.eu/wp-content /uploads/ske-statistics.pdf




6 Future work and discussion

This project for the first time makes it possible to get a clear frequency picture of the
Russian language to the general public - we can tell that this project can be explored both
for entertainment purposes: visual trend analysis, social media research, simple authorship
attribution hypothesis ;generalization, etc, and both for the primary checks that do not
claim 100% academic accuracy, testing for such simple hypotheses as gender bias of a word,
a certain age category bias, and even regionality of vocabulary.

As part of further work, a more accurate study of various signs of statistical bias is planned
- combinations of locations and gender, gender and age group, the number of authors and
the number of texts from the region, and so on. A more thorough study of trends in social
networks is also planned, on an extended sample of LJ and other sources.

Also, one of the areas of research may be the search for jointly biased phrases and expressions
that occur in the same authors’ conditions.

Summing up the results of studies on classification, it is worth noting a rather strong coher-
ence between the themes of the corpus and the genders of the authors that correlate with
them. Potentially, such a model conclusion may interfere with the full-fledged work on the
analysis of transmitted texts. The quality of age classification turned out to be quite low
- the most distinctive groups on the basis of their language behavior are children and the
older generation, while the texts of people of young and middle age are more homogeneous.
Regional classification remains one of the promising areas of work - additional research
is needed on the clustering of texts from close regions, however, the first 3 classification
predictions give the 40% accuracy in such a complex task.

We invite all interested - linguists, developers, as well as philologists and just enthusiasts -
to try out our new tool in their research and visit our Github. ©
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