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Introduction

“Hypernymy extraction {…} may be the 
best thing since sliced bread.”
•Noisy hypernymy dictionaries:
• is-a dictionaries,
• corpora,
• crowdsourcing, etc.

•The goal is to propagate hypernyms to 
the less-covered words.
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Related Work

•Lexicographers: WordNet, RuThes, etc.
•Crowdsourcing: Wiktionary, etc.
•Sem. Classes: Pantel & Lin (2000s).
•Matching + MT: BabelNet, etc.
•Projection Learning: Fu et al. (2014).
•NNs: HypeNET, LexNET, etc.
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WATLINK: Overview
• Input: a set of 

synsets S, a set of 
relations R.
• Output: a graph N

that connects word 
senses via 
hypernymy.
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WATLINK: Construction

•For each synset, a hierarchical context
is constructed.
•Such a context represents all the 
hypernyms for each word.

e.g. hctx({auto2, car1, automobile1}) is 
{vehicle, transport, motor vehicle}.
•Some words are more important, 
some are less important → use tf-idf.
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WATLINK: Disambiguation

•For each word in hierarchical context, 
the sense label is estimated.

e.g. {material, data} is likely to be 
similar to {information1, data1, material1} 
rather than to {material2, textile1}.
•Then, each synset is multiplied to its 
disambiguated context → graph N.
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WATLINK: Expansion (Optional)

•Extract n nearest neighbors of each 
hypernym using w2v.
•Multiply each hyponym vector to the 
“projection” matrix and ensure that 
the resulting vector is within δ.
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Evaluation: Setup

•The synsets are obtained using the 
WATSET method (our ACL 2017 paper).
• 55 369 synsets uniting 83 092 words

•Hypernyms from patterns, Wiktionary, 
SAD → Joint (150K pairs w/o Exp).
•Projection learning: 20 matrices, 
500 dimensions (our EACL 2017 paper).
•Meta-parameters: n=10, δ=0.6.
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Evaluation: Data & Measures

•Measures: precision, recall, F1-score.
•RuWordNet: a pair is matched iff
there is a path from hyponym to 
hypernym.
•LRWC: “yes” or “no” using microtask-
based crowdsourcing.
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Evaluation: RuWordNet
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Lexical Relations from the WotC

•Lexical Relations from the Wisdom of 
the Crowd (LRWC).
• License: CC BY-SA 3.0.
• https://nlpub.ru/LRWC

•300 most frequent Russian nouns.
• 10 600 annotated unique pairs.
• 7 annotators per task, strict control.

•DOI: 10.5281/zenodo.546302
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Yandex.Toloka: Example
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Quality Control: Surprise!!
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Evaluation: LRWC
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Conclusion

•WATLINK propagates and 
disambiguates hypernyms.
• It improves the hypernymy extraction 

recall.
• This is useful for processing not-so-

frequent words.
• GitHub: dustalov/watlink, nlpub/hyperstar.
• LRWC 1.1: 10.5281/zenodo.546302.
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Thanks!

Dmitry Ustalov,
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• dmitry.ustalov@urfu.ru
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