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Why fake news?

"Post-truth” - word of the Year 2016 [Oxford Dictionaries]:
"relating to or denoting circumstances in which objective
facts are less iInfluential in shaping public opinion than
appeals to emotion and personal belief"




Why fake news?

\We get information from different sources and should evaluate the reliability to
avoid rumours, hoaxes and deceptive (fake) information in news reports.

Sir Tim Berners-Lee, inventor of the worldwide web, included the spread of

misinformation to the main threats to the web (2017).

Tim Cook, the head of Apple, declared that technology companies need to create
some tools that help diminish the volume of fake news (2017).

Almar Latour, executive editor for The Wall Street Journal, hopes that the intrusion
of fake news into the media ecosystem would remind of the extraordinary value of
truth and quality journalism (2016).

Mark Zuckerberg, the chairman of Facebook, stated the need for technical systems
to detect what people will flag as false before they do it themselves (2016).



Fake news detection as a problem

Human ability to detect misinformation score:

English: 0.54
Russian: 0.55 (later in the presentation)

Tools for automated deception detection and information verification,
created for different languages (i.e. Russian), based on Natural Language
Processing methods and models, are required in our society.

Possible applications: trends monitoring in social media, linguistic
expertise, fact-checking tools for newsrooms and news aggregators etc.



Types of deceptive news

- serious fabrications;

- large-scale hoaxes;

- humorous fakes.

[Rubin V. L., Conroy N. J., Chen Y. (2015), Deception Detection for News: Three Types of
Fakes]

-satire;

-extreme bias;

-conspiracy theory;

-rumour;

-state news In repressive states;
-junk science;

-fake news;

-clickbait;

-proceed with caution;
-political;

-credible.
[http://www.opensources.co/]



Features for deception detection
In NLP

Lexics: part of speech, length of words, subjectivity terms,
numbers and imperatives in headlines, frequency of affective words
or action words from psycholinguistics lexicons (LIWC) etc:
accuracy up to 0.77.

Syntax: patterns which help to distinguish types of arguments; rule
categories from Probability Context Free Grammars: accuracy up to
0.91.

Lexics+syntax: different predicate types

Semantics: text coherency to similar texts

Pragmatics: pronouns with antecedents

Rhetorical structures 0.63 accuracy
[Rubin V. L., Conroy N. J.,, Chen Y. C. (2015), Towards News
Verification: Deception Detection Methods for News Discourse]



Research objective

Objective is to reveal significant differences between structures of
truthful news reports and deceptive ones, using RST relations as
deception detection markers, based on the definite corpus:

- what the features should look like: are RST relation types'
frequencies, relations' sequences important?

- estimate the impact of these features in detection: classify the
texts, based on the RST relations labeling, and predict If news
reports are truthful or deceptive.



Data collection principles

Lack of sources In Russian that contain
verified samples of fake and truthful news
(Factbanks, objective and impersonal fact
checking websites).

The only way out In solving the problem
was the reliance on the presented facts, on
the factuality.



Data collection principles

The daily manual monitoring of news: 11 months (June 2015-April
2016).

Sources: Online media in Russian:

-well-known news agencies’ websites and local or topic-based
news portals;

-online newspapers from different countries (Russia, Ukraine,
Armenia etc.).

Final data set consists of news reports dedicated to 38 different
topics, with equal number of truthful and deceptive news stories to
each topic, and not more than 12 news reports about the same
topic.

Each topic was analyzed carefully to define a fake part in the case
and to avoid subjectivity and biased evaluation.



Corpus detalls

134 news reports, with average length 2700
symbols.

Average number of rhetorical relations In text Is
17.43.

The whole number of rhetorical relations in corpus
IS 2340.

Clauses were taken as elementary discourse
units.

here are no discourse parsers for Russian, that's
why tagging and validation were made manually,




Annotation details

We used UAM CorpusTool for discourse-level annotation.

33 relation types: 'Circumstance’', 'Reason’', 'Evidencel’, 'Evidence?2’,
'Evidence3’, 'Evidence4’, 'Contrast’, 'Restatement’, 'Disjunction’,
‘Unconditional’, 'Sequence’, 'Motivation', 'Summary'’, '‘Comparison’, ‘Non-
Volitional Cause’, 'Antithesis’, 'Volitional Cause', 'Non-Volitional Result',
‘Joint', 'Elaboration’, 'Background', 'Solution’, 'Evaluation’, 'Interpretation’,

'‘Concession’, 'Means', 'Conjunction', 'Volitional Result', 'Justify’,
'‘Condition’, 'Exemplify', 'Otherwise’, 'Purpose’.
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Inter-annotator agreement

2 annotators (66 reports and 68 reports).

Truthful and deceptive news reports about the same event were
annotated by the same person.

Discrepancies: Background/Sequence/Elaboration;
Reason/Unvolitional Cause/Volitional Cause; Purpose/ Unvolitional
Result/\olitional Result; Evaluation/Interpretation;
Antithesis/Contrast; Elaboration/Justify/Restatement in quotations.
Discussions.

2 steps of measuring Krippendorft’s unitized alpha: 0.75 after the
second step.



Main experiments

1th experiment

Baseline: lexics level: frequency of lemmas from a sentiment lexicon as a
feature for each text: a list of 5000 sentiment words [Chetviorkin and
Loukachevitch (2012), Extraction of Russian Sentiment Lexicon for Product
Meta-Domain].

2th experiment

2.1. Model A: RST relation types frequencies

2.2. Model B: RST relation types frequencies +count of bigrams and trigrams
2.3. Model C: RST relation types frequencies + count of top 20 bigrams of RST
types and top 20 trigrams of RST types

Two supervised learning methods for texts classification and machine learning:
Support vector machines (SVMs) (linear and rbf kernels) and Random Forest,
both with 10-fold cross-validation.



Additional experiment

The corpus was annotated manually to compare machine
learning results, which are based on RST-features, with human
asessments.



Results: 1 and 2 experiments

Freclslon Accuracy Recall F-measure
Support Vector Machines, rbf kernel, 10-fold cross-validation
Baseline 0.38 042 0.54 042
Model A 0.54 0.53 0.51 0.51
Model B 0.60 0.55 0.52 0.50
Model C 0.65 0.6 0.56 0.57
Support Vector Machines, linear kernel, 10-fold cross-valldation
Baseline 0.23 0.37 0.49 0.31]
Model A 0.64 0.65 0.65 0.63
Model B 0.64 0.60 048 0.53
Model C 0.62 0.59 0.60 0.59
Random Forest Classifier, 10-fold :russ—x‘alldaﬂur‘
Baseline 048 0.4%8 0.55 0.49
Model A 0.56 0.54 0.45 047
Model B 0.60 0.63 0.56 0.56
Model C 0.57 0.55 0.46 0.49




Results: additional experiment
with human asessments

Precision Recall F-measure
N e e e
Scores for human 0.55 (.46 (.50
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Most significant features

The most significant features which influence on linear SVMs
classification for model A are: 'Justify’, 'Evidence3’, 'Contrast’,
'Evidencel’, "Volitional Cause', ‘Comparison"

Relation type paale
Justify 0.00018
Evidence 0.02968
Contras! 0.03148
Evidencel 0.00209
Volitional Cause 0.03419
Comparson 0.07858




Discussion-1

-The hypothesis is confirmed: there are differences between
structures of truthful news reports and deceptive ones. The results
for Russian (0.65) can be compared with the predictive power of the
model for English (0.63).

-The model should be developed and modified, learned and tested
on larger data collections with different topics.

-We should use a complex approach and combine this method with
other linguistics and statistical methods.

-The qguidelines for gathering a training corpus of obviously
truthful/deceptive news should be improved.



Discussion-2

-The extrapolation of the existing model to all possible news
reports In Russian, devoted to different topics, would be
Incorrect. But 1t could already be used In some cases as a
preliminary filter for deceptive (fake) news detection.

-We tried to take Into consideration RST-'trees’. It should be
studied more deeply and intensively.

-The model i1s also restricted by the absence of automated
discourse parser for Russian.

-The assignment of RST relations to news report could be
connected with the subjectivity of annotators' interpretation.
Manuals for tagging and by developing consensus-building
procedures should be impoved.



Thank you for your attention!

Questions:
Dina Pisarevskaya
dinabpr@gmail.com



What news report Is deceptive?

1) Buepa oOeckypakeHHBIC >XUTENH BeHenmuu OOHApYXWIN B
CBOEM KaHAJIE KWTa, KOTOPBIM 3amjbll Tyaa W3 ATIAHTHKH.
[ mobanbHOE MOTEIICHUE, BUAUMO, COMJIIO KHUTa C “Kypca’ M OH
BMecTOo CeBepHoM ATiaHTUKHM, 4depe3 I umOpantap oxazancs B
Cpean3eMHOM MOpE. OTO BTOPOM ClIy4au, KOTJa KHAT OKa3aJCs y
ocperoB Benemum. IlepBeiii pa3 310 OBUIO BO BpemMs Btopoiu
MHUpPOBOM BOMHBI. Torma ObL1 rojon. Kur OBLI  MECTHBIMHU
KATEIISIMU yOUT U cbeneH. CerogHss HEe BOMHA M HHUKTO HE
coOHpaJiCsl €CTh KUTAa, HO KUT JOCTaBWJI HE Malio I1pobsieM. Ero
MOIIHBIA XBOCT UTPAOYX MOTOMHII HECKOIBKO JIOJOK.



2) BreiHeceHHas Tymia MEPTBOTO KHTa, KOTOpas C Hadalla HOSOps
nexut Ha CpenuzeMHOM IooOepexxbe OpaHIM, OT CKOIUJICHUS Ia30B
MOKET B30pBaTbCid B JIOOYI0 CEKyHAy. PpaHIy3CKMH TeEIeKaHa
BFM 1oka3zan BuHACO3alMCh C pa3dyBalOIIMMCS TEIOM KHTA,
KOTOPOIO BBIHECIO Ha I00epekbe DpaHIUM B Hayalie HOSIOPA.
Tymika BBIIAAUT KaK IUIOTHO HAKAQYaHHBIM BO3AYIIHBLIK IHap,
KOTOPBIM BOT-BOT PA30pPBETCA. /€10 B TOM, YTO KHUT YXKE€ Haydal
pasjiararbCsi K TOMy MOMEHTY, KakK Ionajl Ha Oeper. TeppuTopraibHO
3TO MECTO HAXOIMUTCI Hemajaeko oT MoHmelnbe. BHyTpu KuTa u3-3a
IIPOIISCCOB THUECHUS aKTHBHO CKaILIMBaIOTCs ras3nl, numrer he Local.
Ha nmanabeii MomeHT BiacTu ®dpaHIMU OBIOT TPEBOTY M IBITAIOTCS
CKOpE€E€ pEIIUTh BOONPOC C OrPOMHON OOMOOM 3aMEIJICHHOTO
JIEUCTBUSL.



