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MorphoBabushka: Simple and Fast 
Baselines your Granny would use for 

Part-Of-Speech Tagging of Russian
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MorphoRuEval: exercise for NLP students
POS-tagging: an example of

– multiclass classification (window-based) or 
– sequence labeling (sentence-based) ...

Resources:
– 3 NLP students + their scientific supervisor
– 1 week (11 days after deadline was moved)

NN models to adapt:
– CharWNN (dos Santos et.al., 2014) @ Theano for NER (1 MSc)
–  (Yoon Kim, 2014) @ Tensorflow for sentence classification (1 Msc) 

+ conv over chars - conv over words 

Baselines — bag of character n-grams repr. of each token +
– Sentence-based: CRF (1 BSc)
– Window-based: NB-SVM + other linear classifiers (me)
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Results
Bag of character n-grams:

– NB-SVM is the best!
– Linear SVM is the 2nd, better than Logistic Regression, 

Multinomial NB, even Multilayer Perceptron (their 
scikit-learn impls!) using same input representations

– CRF lose (bad impl? cooked improperly?)

ConvNets are extremely slow to train
–  10 hours vs. 10 minutes (implemented by students?)

=> difficult to select hyperparameters

ConvNets could not beat best baselines (need better 
hyperparameters? use RNNs?)
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Datasets
Closed Shared Task
Gikrya, official train / test split:

– 62K / 20K sentences
– 815K / 270K tokens
– 100K — 500K tokens (windows) depending on 

grammatical category

Did not use:
– Other labeled corpora
– Unlabeled corpora
– Dictionaries/word lists (including supplied by 

organizers determiners and pronouns lists)
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Window Vectorization

^black$ ^cat$ ^sat$ ^on$ ^the$ Verb

... ^c ^ca ca cat at at$ t$ ... lower upper mixed

... 1 1 1 1 1 1 1 ... 1 0 0

..00101.. ..1001001.. ..010011... ..1110010.. ..100110..
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NB-SVM classifier - Math
NB-scaling + linear SVM

NB-scaling accounts for correlation between n-grams and 
classes (unlike Tf-idf scaling)

Proportion of i-th n-gram in positiv examples

Proportion of i-th n-gram in netgative examples
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NB-SVM classifier - successes
Sentiment / topic classification, word n-grams:

– (Wang, Manning, 2012) ← year 1 before w2v 

Baselines and Bigrams: Simple, Good 
Sentiment and Topic Classification
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NB-SVM classifier - successes
Sentiment classification, word n-grams:

– (Mesnil et.al., 2015) ← year 2 after w2v 
Ensemble of generative and discriminative techniques for 

sentiment analysis of movie reviews
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NB-SVM classifier - successes
POS-tagging, character n-grams:

– This work
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NB-SVM — our implementation
Probably, NB-SVM is the best linear classifier for NLP!

We brought it to Scikit-Learn!

Our NB-SVM impl.
– Scikit-learn compatible
– Extention: scaling schemes (binarize or scale features 

before NB-scaling), separately for train/test sets
• Best scaling scheme depends on dataset
• Crossvalidate to select best scaling scheme
• Random search to select scaling scheme and regularization 

simultaneously

https://github.com/nvanva/MorphoBabushka
sklearn_ext/nbsvm.py

https://github.com/nvanva/MorphoBabushka
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Real example
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Window / n-grams sizes
Need character n-grams 

with n>3

(for bag of word n-grams 
even n=3 helps very 
little)

 

win=1 is bad 

win>3 does not help
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Grammatical categories

What about Case, Number, Gender, etc.?

1. Single output => >200 classes
Pos=VERB+Gender=Neut+Mood=Ind+Number=Sing+Tense=Past+VerbForm=Fin

2. Multiple output, 1 per grammatical category

3. Group outputs
Case=Ins+Number=Sing



Dialogue 201701.06.2017  16

Grouping

Grouping helps!
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Final results
Grouping was done after deadline :(
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Errors
~50% - errors in Case

~25% - errors in Pos
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Errors

POS:
– INTJ, CONJ

Case:
– Nom, Acc
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Confusion matrix: Case
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Confusion matrix: Pos
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Thank you

Questions?


