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Abstract

In this paper, we present the augmentation of the Transformer decoder with working memory. Transformers
recently showed state-of-the-art performance on a wide range of NLP tasks. Transformer encodes existing elements
of an input sequence but does not store implicit context-associated information. We propose to incorporate learnable
working memory in Transformer to keep such information. Writing tokens from the vocabulary to the memory
works like memorizing concepts related to the sequence. Such knowledge can be further employed during sequence
processing.

We found that training of Transformer with working memory augmentation for fifteen epochs after memory-less
pretraining for five epochs gives better BLEU results than training Transformer with working memory augmentation
from scratch for twenty epochs.
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Annoranusa

B mannoit pabore npeicraBieHbl Criocobbl JobaBiieHus namMmaTu B gekoaep Transformer. Transformer
obpabarblBaeT MPEeICTABJIEHUs] CYNIECTBYIOMIMX JIEMEHTOB BXOIHON IOCJIE0BATEIBHOCTH, HO HE XPa-
HUT TJIO0AJIBHYO0 MHMOPMAIIIIO, aCCOMMUPOBAHHYIO C BXOIHBIMU JAHHBIMHU, HO HE YKA3aHHYIO SIBHO B
Tekcre. Md mpejaraeM uCob3oBaTh 00y4aeMyo IaMsATh, BCTpoernyio B Transformer nys xpanenust
HEeoOXOUMOM NH(OPMAIUU. 3alUCh B IAMITh TOKEHOB, IIPEICTABJIAIONUX COOOI CJIOBA U3 CJIOBAPS, Pa-
6oTaeT KAK MEXaHU3M 3allOMUHAHWS KOHIIENIINN, CBI3aHHBIX C BXOIHON I0CjenoBaTesibHOCTbI0. Takne
3HAHUS MOTYT OBITH UCIIOJBL30BAHBI NIPU JajIbHelIel 06paboTKe MOCIeI0BATETEHOCTH MOJIEIIBIO.

JlanHoe uccieoBaHe OKa3bIBaeT, YT0 00yueHue ¢ jjobasjeHneM pabodeil maMsTH B TE€UYEHUE IIsIT-
HAJIATHA 310X C MCIOJIL30BaHUEM INpPeao0ydenusi 6e3 UCIOJIb30BAHUS NAMSITH B TE€YCHHUE IISTH III0X
nmaer Jsrydnire pesysnbrarsl Merpukun BLEU o cpaBaenuio ¢ o6yueHneM MoJein ¢ TeHepalyeil TOKEHOB
B pabovyIo NaMsATh B T€YEHUE IBAJIATH JIIOX.

Kumrouessre cooBa: Transformer, MANN, Sequence to Sequence, MaIMHHBIH IEPEBOJ,



1 Introduction

Transformer [1] is an encoder-decoder model successfully applied to various deep learning tasks. In
particular, it is widely used for sequence-to-sequence learning [3]. The model key feature is an attention
mechanism that enables access to a full context of the processed sequence during every token update.
However, the Transformer architecture lacks storage for knowledge associated with input information
and currently manipulates only with given input token representations. For a conceptual understanding
of a text, it is essential to perceive context-related terms which are not mentioned. We hypothesize that
the addition of working memory to accumulate knowledge token representations for future use during
predictions generation will improve the model performance.

2 Model and Experimental Setup

We conduct experiments with three language pairs from the TED Talks Open Translation Project!:
Portuguese-English, Russian-English, Turkish-English. For training and validation on each language
pair, we use data samples that are no longer than 40 tokens.

We use the Transformer model with the following parameters: N = 4 layers in encoder and decoder,
Aimodet = 128,dyp = 512, h = 8, Pyop = 0.1, batch = 64, warmupsieps = 4000. For all experiments,
we use best path decoding strategy for target sequence predictions.

In experiments we tested two schemes of memory addition: the first scheme is forcing different pre-
dictions to the memory slots while prepending target sequence with memory tokens. The second scheme
is decoding tokens to the working memory such that memory positions are mixed with target predictions
positions in the generated sequence. The architecture is depicted in Figure 1.

We calculate BLEU 4 [2] and METEOR [4] averaged for three runs on the validation set for each
language pair to measure the models’ performance.
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Figure 1: Transformer with decoder augmented with the working memory. The decoder input consists of
tokens y1, ..., y;—1 generated to the moment and their memory flags my, ..., m;—1. The final layer has
an output size = target_vocabulary_size + 2 with the last two elements of the logits vector defining
the memory flag value. The loss function takes target sequence predictions and real targets.

3 Experimental Results

BLEU scores for all our experiments are presented in Table 1. After 10 epochs of training for Pt-En
and Ru-En datasets the original Transformer gives higher BLEU values than Transformer extended with

"https://www.tensorflow.org/datasets/catalog/ted_hrlr_translate



working memory and Transformer with additional leading memory tokens. These results and train loss
plots in Figure 2, Figure 3 and 4 demonstrate that 10 epochs is inefficient for methods to converge and to
learn how to incorporate memory contents into target predictions.

And 20 epochs training led to the convergence and improvement in scores for methods with generation
of tokens to the working memory for all language pairs. When forcing different predictions in memory
tokens, training with memory placed before real translation and masking first [mem] and [start]
tokens gives better scores than working memory (+0.71 BLEU points for Pt-En pair, +0.11 BLEU for
Ru-En data and 0.3 BLEU for Tr-En dataset). Working memory generation with nucleus sampling
with ppuciens = 0.75 outperformes enforcing different memory values in 20 epochs training setup for
translations from Portuguese and Turkish.

The next set of results is for the case, when working memory generation with nucleus sampling decod-
ing is trained on top of baseline model pretrained for 10 epochs. The comparison shows that combined
training during 20 epochs outperforms pure working memory generation method for Pt-En and Ru-En
datasets. Ru-En dataset is larger than Pt-En and Tr-En datsets and has smaller BLEU score perform-
ance gain between models with working memory and the baseline. In case of Tr-En we see that nucleus
sampling with p = 0.75 works better with combined training and nucleus sampling with p = 0.9 gives
higher BLEU value in pure working memory generation. We also test the working memory generation
setting with ten leading [mem] tokens in encoder. Compared to the baseline with ten encoder [mem]
tokens added before the input sequence, the proposed approach after 20 epochs gives higher BLEU
scores for all three datasets.

Architecture PT-EN RU-EN TR-EN
10ep. 20ep. 10ep. 20ep. 10ep. 20ep.

Transformer (baseline) 27.02 27.46 19.86 21.16 1597 19.34

Leading mem tokens, 26.89 28.89 19.62 20.88 19.14 21.84

different mem predictions

Working memory, 26.16 28.18 19.45  20.77 19.09 21.54

different mem predictions

Working memory, prayciens = 0.75 2471 28.71 19.29  20.80 19.44  21.97

Working memory, pryclens = 0.9 26.64  28.08 19.47  21.11 18.90 21.87

Baseline + Working memory, 25.56  28.89 1972 21.02 19.73  22.19

Prucleus = 0.75

Baseline + Working memory, 26.55 29.87 19.59 21.25 19.80 21.86

Prucleus = 0.9

Baseline + Working memory, 2457 2772 19.53  21.08 19.89 2232

Prucleus = 0.9 + 10 encoder [mem]

Baseline, 10 encoder [mem] 2456 27.05 19.52 21.00 20.10 21.95

Table 1: BLEU scores (3 runs average value) for baseline and models with memory on TED validation set
for three language pairs: Portuguese-English, Russian-English and Turkish-English. Scores are provided
for 10 epochs training and for 20 epochs training. Best values are highlighted in bold.

Table 2 represents the METEOR scores. Models with working memory augmentation show the highest
METEOR scores for all three language pairs. All best-performing methods outperform the baseline
model for ~ 8 points. For 20 epochs of training Ru-En dataset, both BLEU and METEOR highest
values belong to the fine-tuning baseline with working memory and nucleus sampling decoding with
Prucleus = 0.9.

The working memory in decoder is designed to store generated tokens in memory. This allows us
to analyse explicitly and interpret memory content. We provide examples of memory content for Pt-En
translation in the Table 3.



Architecture PTEN RU-EN TR-EN
10ep. 20ep. 10ep. 20ep. 10ep. 20ep.

Transformer (baseline) 49.17 51.35 39.88 40.93 41.64 43.95

Leading mem tokens, 49.36  51.19 39.61 40.96 40.60 43.63

different mem predictions

Working memory, 56.84 60.03 46.82 48.23 4734 50.74

different mem predictions

Working memory, ppycieus = 0.75 56.52  60.13 46.64 48.14 4792 50.75

Working memory, ppycieus = 0.9 57.39 59.74 46.70 48.35 47.96 50.80

Baseline + Working memory, 57.25 59.81 46.85 47.94 48.30 51.14

Prucleus = 0.75

Baseline + Working memory, 57.10 60.11 47.02 48.45 4270 48.94

Prucleus = 0.9

Baseline + Working memory, 55.55 59.02 46.75 48.25 49.04 51.07

Prucleus = 0.9 + 10 encoder [mem]

Baseline, 10 encoder [mem] 49.04 51.49 39.49  40.99 41.86 43.81

Table 2: METEOR scores averaged for 3 runs for baseline and models with memory on TED Portuguese-
English, Russian-English and Turkish-English validation sets. Scores are provided for 10 epochs training
and for 20 epochs training. Best values are highlighted in bold.

Source sentence (Portuguese)

E emitam certificados falsos.

Target sentence(English)

And issue rogue certificates.

Working memory,
different [mem] predictions

[start]and they showed false (certifi)(cer)(works)(official)(lab)
(police )(blindness)(ai)(uns)(cou)certificate.[end]

Working memory,
Prucleus = 0.75

[start]and they emi(ted )(d )(ted )(tte)(ted )(ted )(ted )(d )(che)
(ted Hhis false author.[end]

Working memory,
Prucleus = 0.9

[start]and (and )(and )(and )(and )(and )(and )(and )(and )(and )
(and )they issued false certificate set.[end]

Baseline + Working memory,
Prucleus = 0.75

[start] and they (launched )(launched )(launched )(launched )
(launched )(launched )(launched )(launched )
(called )(defe)launched false false .[end]

Baseline + Working memory,
Prucleus = 0.9

[start] and they (told )(covered )(went )(have )(discovered )
(feature)(owned)(were )(feature)(diss)covered false
certificate and they shed false protection.[end]

Baseline + Working memory,

Pnucleus = 0.9+
10 encoder [mem]

[start] and they (emi)(invited )(ast)(spark)(was )(inge)
(put )(emi)(up)(was )emitted their false.[end]

Table 3: Examples of tokens stored in working decoder memory for translation from Portuguese to
English. [start], [end] denote starting and ending tokens of the sequence correspondingly. Words or
subwords in parentheses are tokens generated into the working memory. Remaining tokens represent the
translation prediction.



4 Conclusion

In this work, we proposed, implemented and studied the working memory augmentation of the Trans-
former decoder. We performed experiments with three datasets from the TED Talks Open Translation
Project for the machine translation task. We demonstrated that training Transformer first without memory
and then with working memory outperforms the baseline. We also tested different decoding strategies
and schemes of memory token generation. Our results confirm that storing generated tokens into memory
improves the quality of model predictions.
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Figure 2: Train loss plots for TED Portuguese-English dataset experiments.
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Figure 3: Train loss plots for TED Russian-English dataset experiments.
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Figure 4: Train loss plots for TED Turkish-English dataset experiments.
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