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The semantic sketch is a special representation of a word’s
compatibility where:

e all semantic links of the word are grouped according to
their semantic relations with the core they depend on,

e all possible semantic dependencies are statistically ranged,

e the most frequent collocations form the semantic sketch of

the word.



Work on the semantic sketches

Last year This year

® creation of the semantic e creation of the first pilot
open corpus of the

sketches :
semantic sketches
* testing the semantic ® experiment on creating
mark-up used for the the machine processing
sketches tools for the corpus



Purposes of the corpus

e to evaluate how representative the sketches are,
to elaborate some tools for processing the sketches,
to specify what kind of tasks the semantic sketches can
help to solve, as our further plan is to integrate the
sketches into the General Internet-Corpus of Russian,

e to analyze what kind of mistakes we happen to face while
creating the sketches.



Syntactic sketches

Adam Kilgarriff Sketch Engine Project www.sketchengine.eu

Syntactic sketch - a lexicographic profile of a word, where word
dependencies are classified by their grammatical roles and
ranged by the statistics of their compatibility with the core.
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Syntactic sketches

Advantage - vividness:

e shows simultaneously all of the most frequent dependencies
e arranges them in a table according to the roles

Disadvantage:

no opportunity to take lexical homonymy into account



Semantic sketches

Semantic sketch - a generalized lexicographic
portrait of a word, where word dependencies
are classified by their semantic roles and
ranged by the statistics of their compatibility
with the core




SemSketch for <<ctpagatb:SUFFERING_AND_TORMENT>> ‘to suffer’

Experiencer
MOA Ayuia
my soul
repon
character
TENO
body
Hapoa
nahon
nwan
people
aeTun
children
MHWPHOE HaCcenerHne

civilians

HEHLMHBI

women

Degreelntensity

VHACHO

temibly
HEVMMOBEPHO
appailiingly
bonswe

more

HECTEPNNMO

unbearably
DecHoHEHOo
endlessly
Oe3mepHo

immensely

MEHbLIC

less

Cause_From
oT oWHCHecTea
from lonzliness
OoT ronoja
from hunger
OT QTCYTCTEMA CBO6OAbI

from lack of freedom

OT Xonoaa

from cold

OT Wa bl

from thirst

DT HEOOCTATKa BpeMeHi
from lack of tive

oT nodsK

rom love

OT HEXBaTKKW 4poB

from lack of firewocd

Time

XPOHWUYECK

chronically
BCH U 3Hb
all therr ife

B OEeTCTEE
in childhood

B HOHOM BO3pacTe
at 3 young age
NOTOM

after

BEe4HOo
foraver
HEPEORO
onesn
PaHblle

sarker

Modality
No-HacToALEMY
truly
AonKHO ObiTh
must b2
ABHO
clearly
no-BUANMONMY
apparently
HECOMHEHHO
cerfamly
apojae oul
seem fo b
LEVCTBUTENbHO
really

Ha CaMOoMm jene

aciually

Cause
oTTOro
therefore
n3-3a Hawen Nodeu
because of our love
o cODCTEEHHOM BUHE
through one’s own fault
NnoTamy

because of

no3TaMY

that's why



Semantic sketches

are built on the Compreno parser with full semantic mark-up
include both actants and adjuncts/modifiers

one sketch = one meaning

each “filler” of a semantic role enters a sketch in one
meaning

include the frequency of the collocation between the parent
and the child

include the frequency of the semantic role for the given core
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Semantic sketches can contribute to the tasks of:

e semantic role labeling (SRL)
e word sense disambiguation (WSD)
e all tasks bound with word compatibility
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The SemSketches Pilot Corpus

e texts from the Magazine Hall of the GICR

e all verbs are marked with
- semantic classes (denoting their meanings)

- the semantic roles for their direct dependencies
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Restrictions on the mark-up:

only verbal cores and their subtrees

we did not mark:

- the dependencies of the non-verbal cores,

- the dependencies of the ellipted verbs and the ellipted
groups themselves,

- the syntactically moved groups

no pronouns and personal nouns (as they complicate the
work with the anonymized sketches)
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2. Choice of verbs for the corpus:

Stage 1: only verbs with at least two meanings => more than 10 000 verbs

Stage 2: ranging the sample by frequency of meanings (by the Compreno parser)
py6utb to hack a tree' (frequent => top of the list) vs
py6butb to understand well' (marginal => end of the list)

Stage 3: collecting all semantic dependencies for each meaning of each verb in our
marked-up corpus

Stage 4. if the number of the dependent nodes (both different and repeated)

> 2000, the predicate (in this meaning) enters the final set
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Final corpus

Final number of sketches in the pilot corpus - 915.

NB:

Due to the exclusion of rare meanings, the terminal verb list contained both verbs
with several meanings in the sample and verbs with one (the most frequent)
meaning.
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Correctness of the sketches

The check was performed on a subsample of the corpus -
manual Dev data:

- 100 sketches.
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Types or errors

(1) More frequent homonym influences the less frequent one:
MMcaTb NMOPTPET C KOro-/inbo ‘to paint smb.’s picture’ vs nucars ‘to write’

(2) The filler of the dependency is a ‘lexical core’:

<<rotoButb: TO_PREPARE_MEDICINE_OR_FOOD>> to cook': > roroButb
pesepBHyo Konunto 1o cook a reserve copy'

(3) Certain inaccuracies of the semantic models in the parser (see
next slide):
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Mistakes in SemSketch Bbixoguts ‘go out’

Locative_FinalPoint

Ha ynuyy

outside

BO ABOP
nto the yard

B Xxopuaop
nto the comidor
Ha CUeRry
on the stage
Ha Kpoinbyo
on the porch

B CBeT

into sociely
Ha bankon

to the baicony

Ha Aopory

dn bbb v

Locative_InitialPoint

u3 goma

out of the house
U3 ROMHATbl
out of the room
U3 gomy

out of the house
13 KabuHeTa
cui of the office
H3 MaLUWHbI
oul ofthe car

13 noawvesfa
out of the entrance
N3 KBapTUpbl

out of the apariment

oTTyaa

Fomnn thmrm

Time
YTPOM
n the moming
TONbKO 4TO
just now
Hepes MUHYTY
in a minulc
BEYEPOM
n the evening
paHo
early
Yyepes non4yaca
in half an hour
KdK Da3
just

HQUEHD

b minkid

Agent
noaun
people
AEHWWHA
woman
MYyXMUHa
man
AeByLiKa
grl
CTapmx
oid man
AHeHa
wife
orey
father

M3aMa

R

Agent_Metaphoric

LHUra

book

BTOPOC U3daHuwe
second edtion

CPCK

dcadline

COOPHUK

collaction

pomMaH

novel

KHWKKA

book

drnom

film

Purpose_Goal
NOKYPUTE
for a emcke
NOrynAaTo
for a walkk
Ha BOMNK
to the liberty
Ha CBA3b
o get in touch
NPorynAaTeCA
for 3 walk
BCTpe4YaThb
to meet
Ha MNOKNOHbI
for a bow

noasilwaTe

frmr = hem wbh
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SemSketches Shared Task

e Formalizing the task

e Data

e Baseline

e Overview of participating systems

® Results and Discussion
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SemSketches Shared Task

Given a set of =
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Data

"Dev.sent.rus1" {
"instance": "noxan’,
"start": 44,

"end": 49,

"sentence": "OH He crnela nogoLwen K NOIKOBHUKY DMCYOPTY M Noxan emy pyky'}

Split Number of sketches | Number of contexts
Trial 20 2000

Dev 895 44750

Manual Dev 100 4347
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Baseline m

®oHA BblaenunaeHbr Ha floaaepskKy HyXaatoLwmnxcs
cpedcmea nevyeHue
/ OeHbau noddepxKy
epaHmol HYyx0bl
cybcuduu crnaceHue
MUMTUOHB]  peabunumauyur
\ Pl >

For each context:

find the direct dependents of the target predicate (UDpipe);

select top-N mask replacements for each of the direct dependents using MLM (RuBERT);
unite the replacements to obtain MLM candidates;

for each sketch compute the Score as the number of tokens present in the intersection
of the sketch representation and the stored MLM candidates;

e map the context to the sketch with the max Score.
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Submitted systems

e 3 participating systems
e 3 different approaches

e modest results, but much better than the baseline
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Submitted system #1 (the smpl team)

Going from the context to the sketch
For each context:
e normalise the predicate norm(pred)
“‘nonrpan” = “nonrpars” ‘played’ ‘play’
e for every sketch generate 6 templates (for each semantic role). norm(pred) + cell filler
"nourparb B kKaptkl"', "nonrpate ¢ gpysbsamu'.. ‘play cards’ ‘play with friends’
e the number of templates may grow during the replacement of each subtoken of norm(pred) one by one with [MASK]
[MASK, ‘##urp’, ‘##atb, ‘B, ‘kaptbl’], [‘10, MASK, ‘##atb, ‘B, ‘kapTtbl’] ...

e estimate the average probability of the subtokens to replace [MASK] token in the templates

mean(lm_score("nrpatb B kapTel"), Im_score('nrpats B gercrae’), ...)
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Submitted system #2 (the 501good team)

Learning the similarity between the sketch and the context

e sketch tables were flattened into pseudo-sentences;

e The model was trained using the Sentence-BERT siamese similarity
mechanism,

e two training pairs for each context in the dataset: one with matching sketch
(label 1), second with random sketch (label O);
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Submitted system #3 (the paleksandrova team)

Going from sketch to context
For each sketch:
e Generate templates using all sketch content cells;
‘IMASK] Hecteprinmo’, ‘IMASK] ot xaxae!” ... [MASK]unbearably’ {MASK] from thirst’

e Obtain MLM hypotheses for each template;

e The most frequent candidate of all the MLM hypotheses is treated as the re-covered
predicate;

e Map the sketch to the contexts with the matching target predicate.

For the sentences with no sketch found, the sketch with word2vec-closest predicate was used as
an answer.
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Results

Team Dev score Manual Dev score
paleksandrova 0.309 0.277

good501 0.104 0.127

smpl 0.182 0.121

baseline 0.0094 0.0035

The submitted systems were evaluated using the accuracy metric.
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Results and discussion

e The task turns out to be rather difficult, unsupervised approaches leave
enough room for different improvements.

e Two of three systems could improve its performance taking into account WSD
problem.
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Results and discussion

Possible directions of future investigation:

e evaluate the importance of circumstantial dependencies in the sketches;

® use semantic sketches as a basis for probing tasks for the pretrained language
models;

e use semantic sketches as a basis for linguistically-motivated fine-tune tasks for
the pretrained language models.
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Further plans

e Quantitative and qualitative analysis of the sketches
e |[ntegrate SemSketches into the GICR
e Work on parallel English-Russian sketches (some data can be already found in

our github)
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Competition:
https://competitions.codalab.org/competitions/29992

Github:
https://github.com/dialogue-evaluation/SemSketches
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https://competitions.codalab.org/competitions/29992

Thank you for your attention!
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