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The current paper deals with the integration of the Japanese language
in a multilingual NLP model, namely, the Compreno model. The formalism
includes morphological, syntactic and semantic patterns, covering all pos-
sible semantic and syntactic dependencies a word can attach. The archi-
tecture of the model allows us to acquire nearly all semantic links of a word
through its proper positioning in a thesaurus-like semantic hierarchy, where
words are linked through semantic dependencies. The inheritance principle
of the hierarchy simplifies the syntactic description of a newly added lan-
guage as well. Unlike the traditional approach to Japanese parsing based
on chunks, or bunsetsus, we suggest a Japanese parser based on con-
stituents. Special attention is given to the tools that allow us to automatize
language description process and significantly speed up the description.
The work on the Japanese model is still in progress, therefore, we show
the current results we have achieved, and point out problems that remain
to be solved.
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1. Introduction and related work

The given paper is devoted to the integration of the Japanese language in the AB-
BYY Compreno model—NLP model based on morphological, syntactic and semantic
text analysis. The model serves as the basis for a dependency parser and helps to apply
text mining algorithms to different NLP tasks. Currently, it functions for English, Rus-
sian, German and, partly, for French, Spanish and Chinese.

Here we focus on linguistic problems bound with the process of automating lan-
guage description, and show our experience of introducing new tools, which make the
description semi-automatic and, therefore, more effective.

Japanese NLP tools are in high demand now, and there are quite a few works
devoted to Japanese parsing ([ Uchimoto et al. 2000]; [Kudo and Matsumoto 2002];
[Kurohashi and Nagao 1994]; [Kawahara and Kurohashi 2006]; [Kawahara et al.
20171; [Tanaka, Nagata 2015], and others).

Traditionally, Japanese parsers differ significantly from the ones for European
languages, as they are mostly based on syntactic dependencies modeled in terms
of chunks called bunsetsus instead of constituents (the example of bunsetsus-based
parsers are CaboCha [ Kudo, Matsumoto 2002] and KNP [Kawahara, Kurohashi 2006]).

Taking the specificity of the Japanese language into account (especially, the
problem of text division into words), this approach has some benefits. However, the
bunsetsus-based models have significant disadvantages bound with the difficulties
of setting correspondences between the bunsetsus and constituents. As [Tanaka,
Nagata 2015: 237] points out, it “complicates the task of extracting semantic units
from bunsetsus-based representations” and makes the analysis of non-tree links such
as coordination problematic.

There are different studies aimed at improving parsing quality.

Recently, word-based dependency schemes have been suggested for Japanese,
particularly within the UD project ([Nivre et al. 2016]; [Kanayama et al. 2015];
[Tanaka et al. 2016]). Besides, there are studies showing that adding lexical knowl-
edge can significantly improve dependency analysis [Kawahara et al. 2017]. The
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use of case frames has also been reported to enhance parsing quality [Kawahara,
Kurohashi 2006]; [Kawahara et al. 2017].

We suggest a different approach, in which the Japanese parser is based on a lin-
guistic model, which includes not only lexical knowledge, but a full language descrip-
tion, covering all possible semantic and syntactic dependencies a word can attach.
This is possible due to the integration of the Japanese vocabulary into the universal
semantic model, which is much broader than the case frames application. Unlike bun-
setsus-oriented parsers, our Japanese parser is based on constituents, which provides
faster and easier integration of Japanese in a multilingual system.

The structure of the paper is as follows. First, we give a short description of the
Compreno linguistic model in general, as far as it is necessary for further understand-
ing (for more details see [Anisimovich et al. 2012; Manicheva et al. 2012; Petrova
2014]). Then we focus on integrating Japanese in the formalism and characterize the
semantic and syntactic patterns of our Japanese description, drawing particular at-
tention to the automation methods. Following this, we illustrate the work of the parser
based on the given model—both for English and Japanese, and give a short descrip-
tion of the corpora annotation used in the project. Finally, we offer the conclusion,
where the results are summarized and further perspectives are given.

2. The Compreno linguistic model

The Compreno model is based on a multilingual lexical database organized in the
form of a thesaurus-like hierarchy (Semantic Hierarchy, hereafter as SH)—a hyper-
hyponymy relation tree built on a universal language, an interlingua. The branches
of the tree are the so-called universal semantic classes (SCs)—universal labels,
or boxes, which are filled with the contents in different natural languages. For in-
stance, the tree includes the path such as PHYSICAL_OBJECT > BEING > ANIMAL
> MYTHOLOGICAL_ANIMAL > DRAGON, and the DRAGON class is filled with the
English ‘dragon’, German ‘Drache’, Japanese ‘F&’, and so on.

The semantic links between words are provided through the Deep Slots (DSs)—
semantic roles, under which we understand any semantic dependency a word can
attach, like agent in ‘/the cat] ran away’, or evaluation characteristic in ‘a [nice] house’.

The basic SH principle is the inheritance principle: all the DSs and other seman-
tic features are introduced as high as possible in the hierarchy, and the lower branches
inherit them. Such a strategy minimizes the amount of work necessary for the de-
scription of each word’s semantic links: that is, when a new word is positioned in the
hierarchy, it inherits nearly all possible semantic links it can have.

The SCs and the DSs are universal and do not depend on any definite language.
It means that when we add a new language in the model, the semantic part of its
description comes to efficient word positioning in the hierarchy, which provides the
word with all the necessary DSs at once.

Each DS has a number of syntactic realizations—so called Surface, or Syntactic,
Slots (SSs). Unlike the DSs, SSs are not universal. For each SS, we specify its grammar
value—define the parts of speech that can fill it, indicate case, prepositions and other
grammatical information, set its order in a sentence, and punctuation. For example,
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the Agent DS corresponds to the $Subject SS in ‘/the boy] reads a book’ and to the
$Object_Indirect_By slot—in the passive transformation ‘the book is read [ by the boy]’.

The syntactic pattern of a newly added language demands more work, as syntax
is special for each language. Although the inheritance principle helps here as well,
we still face a great deal of work trying to determine, first, which surface realizations
each DS can have, and, second, adding this information to the model.

3. Adding the Japanese language in the model

3.1. The semantic description: word positioning in the hierarchy

As shown above, proper word positioning in the SH is the key point of the seman-
tic pattern, as it provides each word with an entire semantic model.

Previous work with other languages has proven that manual descriptions based
on dictionaries are ineffective and take too much time. To overcome this, we devel-
oped a semi-automated (or semi-supervised) approach to adding new vocabulary,
which was first used for the description of the German language (for details, see
[Goncharova et al. 2015]). Using the approach, we created an auxiliary dictionary-
like tool: on the one hand, it accumulated all relevant information from dictionaries
and corpora—meanings of words, examples, and grammatical features; on the other
hand, it automatically suggested a SC for each meaning of the word, and a linguist had
only to approve or reject it.

In the current formalism, the number of the word meanings corresponds to the num-
ber of the SCs where a unique lexeme is represented. That is, each pair lexeme—SC rep-
resents one word meaning. We can get a number of such pairs for each language of the
model. Moreover, we can get a frequency of each pair parsing parallel corpora with the
Compreno parser, and, therefore, we obtain a variety of statistically ranged meanings.

When the work on the Japanese morphological system was completed, we aligned
the Japanese-English parallel corpora and dictionaries with our alignment parser,
found word pairs, where a certain Japanese word form corresponds to a certain Eng-
lish word form, and counted the frequency for each pair. As we have already had
the mapping of the English word forms into SCs, we could obtain some hypotheses,
or suggestions, for positioning Japanese words as well.

Therefore, we got a number of suggestions for each Japanese lexeme on where
to place it in the SH and ranged them according to their frequency.

When we started using the tool for German, the percent of the correct sugges-
tions in top 5 hypotheses was about 0.6 at first. By the time we started the Japanese
description, the tool was significantly improved, and the algorithm switched from the
heuristic-based approach to machine learning.

Namely, we evaluated the correctness of the German suggestions after the Ger-
man vocabulary had been checked by linguists, and taught the system on it, as the clas-
sifier estimates the good and the bad features of the hypotheses (the features include
word’s/suggestion’s part of speech, source of the suggestion (dictionary or parallel
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texts), distances between meanings in the source and target languages in the SH,
depth of the suggestion in the SH, and other). As a machine learning method, gradi-
ent boosting over decision trees has been chosen.

Currently the algorithm gives us 0.72 precision within the top 5 results. It in-
creased the speed of the Japanese description about 5 times in comparison with the
German one, when the tool was used for the first time (we do not compare it with the
speed of English and Russian, as their description was done together with elaborating
the SH, DSs, SSs and other universal features of the system, which also took time).

Another option of the word positioning tool is to analyze, which additional se-
mantic and grammatical features a word can have. It suggests not only the proper
place for a word, but also other features, such as semantemes (universal features,
which distinguish antonyms like bad and good, for instance) and grammemes (lan-
guage-specific features, which describe the syntactic behaviour of a word (mark tran-
sitivity or government, for example).

Automatic suggestions like these come from several sources. First, some gram-
memes are shared within languages, like ‘CharacteristicParametric’ for parametric
nouns; therefore, we assume that if English or Russian descendants of some SC have
this grammeme, it is most likely that Japanese descendants can need it, too. Second,
some suggestions are calculated from the models of the Japanese lexis already in-
troduced in the hierarchy: if a Japanese word has some semanteme or grammeme,
it is likely that its newly added neighbors will need them, too. Third, there are gram-
memes that are always relevant for some word groups,—for instance, all verbs must
have a transitivity marker. Therefore, transitivity grammemes are always suggested
when dealing with a verb.

A linguist now only has to test whether the positioning hypothesis is right, and
if yes, to choose additional features from the list of the already generated suggestions.
If the suggestion is incorrect, which is usually easy to find out from the information
provided with the vocabulary tool (definition, different examples from the web, and
so on), the correct SC can be chosen manually.

Currently we have more than 35,000 Japanese lexical units in the SH. For com-
parison, the total number of the universal SCs is about 190,000, and the number
of English and Russian lexical units is nearly 270,000 and 247,000, correspondingly.

3.2. The syntactic description

Unlike semantics, syntax is special for every language. Therefore, when we add
anew language in the model, we have to make a full description of its syntax. To make
the work faster, we use the tools described below and turn to the inheritance principle
again.

However, different dependencies demand different strategies. There are DSs
that have the same syntactic realizations with every core they can be attached to, and
the expression of some DSs depends on the cores they combine with.

That is, the syntactic realization of the adjuncts such as Purpose, Cause, or Con-
dition does not depend on the verb they are bound with. For instance, every verb that
can attach the reason slot can have 7z¥-reason adjunct, as in example (1):
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(1) FIE i F @ bk sl ik
tepaasliain  wa-Nom yukisnow no-Gen tgmeni-Caus  okwrelg-be delayed past
The train was deloved [because of smow].

This means that we can indicate just once that the cause DS corresponds to the
cause adjunct with the necessary grammatical properties. Therefore, the main task for
the surface description of such DSs is to find all possible syntactic realizations for them.

To achieve it, we take parallel English-Japanese texts and analyze their English
part with our parser in order to get all possible constituents corresponding to the
necessary DS. In this way, we get parent-child pairs for each DS we need. After this,
we find all possible Japanese correspondences for the lexemes that fill the DS. As Jap-
anese is a left branching language, we check additionally that the supposed child
node precedes the supposed parent node, and find the postposition closely following
the child. Therefore, we get a table-like catalogue of possible grammar realizations
of each DS.

All grammar realizations are grouped into separate files according to realization
markers. The files are ranged by the frequency of each realization: the larger the file,
the more examples were found for this particular marker in the current search.

Each file contains a table, which provides: a) a source language instance with the
parent node in red and the child node in blue (based on the default syntactic analysis
by Compreno); b) a corresponding target language instance with the same colour code
plus the marker in green; c) the vocabulary form for both nodes and the marker in the
target language.

For instance, see Table 1—a small fragment of the file for the Cause DS expressed
through the /°5 postposition:

Table 1. The Cause DS expressed through the 55 postposition

the vocabulary form of parent
source language instance target language instance and child nodes and the marker
in the target language
e et =E
1 don't say that just because of your circumstances. BT-OER S ST RTIE i
il
B . - ng Ty
He afled Eiki rakata’ (Masi Eiki N - o . b
s o ovakata’ (Master o Bic) EFDS THADIES | ST, s
‘because of his address. ;
A
. o
For some reason, he grew up m a fatherless family FEATIEED S BTFEETE D, k=]
]
. N . 20
Inventions are born, so to speak, of necessity. FHERIL i dnE S EERAOI. s
HE
. o JIch
[t ako called akoyamoch! (It oyster mochi) FOR B PRI B, s
because of its shape B
K
B fihe i ftheir role, they . R b
e e Do O e e e e | TOREOEBMY SETENERSATL L, Jal=
allowed to adopt sumames and wear pairs of swords. EEH

Nevertheless, the expression of some DSs depends on the core predicate. Mainly,
this concerns the actant DSs, such as agent, object, experiencer, or alike. For example,
in sentences (2)
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(2) He touched [the water] with his foot.
I gave [a present] to my friend.

the bracketed constituent corresponds to the [Object] DS. The Japanese verbs fifii1%
[fureru] ‘to touch’ and _EiF'% [ageru] ’to give’ have different government: fifli41% has
ni-Object (Dative Object) and _EiF% demands wo-Object (Accusative Object). This
means we must not only indicate that the [Object] DS can be expressed through wo-
groups and ni-groups, but also indicate that different cores demand different syntactic
realizations of the object-slot.

We describe this information in a semi-automated manner. First, we assign all
possible realizations for the DSs like [Object]. Then we add grammemes for each type
of the object-government, and provide the verbs with the necessary grammemes,
namely, fili41% acquires the <NiObject>-grammeme and _FlJ'% —the <AccusativeO-
bject>. All possible surface realizations of the [Object] DS are introduced high in the
hierarchy, but the core of each correspondence is marked with the necessary gram-
meme: the ni-realization demands that the core verb should have the <NiObject>-
grammeme, and the wo-realization demands the accusative grammeme.

When a verb is placed in the SH, relevant grammemes are suggested within the
procedure described above.

This means that the syntactic description of most of the DSs, such as adjuncts and
characteristics, is universal, so to say, as their syntactic realizations are introduced
only once in the SH. The syntactic description of the DSs, which have lexicalized real-
ization, is done in a semi-automated manner.

The model includes about 330 DSs. Currently, more than 70% of them are pro-
vided with Japanese surface realizations. However, the fullness of this part is still
being checked. The number of DSs that demand partly lexicalized description is less
than 10%. All the rest can be described universally.

3.3. Cross-language asymmetry

Of course, there are a lot of cases of asymmetry between Japanese and other lan-
guages of the model, which concern lexicon, voice system, serial verb constructions,
copula absence in complement constructions with predicative adjectives, classifiers,
or counter words, and a number of other things. The description of these cases is prob-
lematic for automation and demands manual work. Different kinds of asymmetry de-
mand different solutions. Due to the lack of space, we cannot provide their detailed
description here, and will have to restrict ourselves with a few examples.

Nevertheless, there are many asymmetry cases between the languages that
have already been integrated in the model, and the basic principles for dealing with
language asymmetry (such as using transformational rules and collocations) are the
same for all languages of the model, including Japanese. A detailed description of the
methods we use for it is given in [Petrova 2014]. Some instances from Chinese, Ger-
man and French are suggested in [Manicheva et al. 2012] as well.

As a Japanese instance, let us take lexical asymmetry. There are many concepts
in Japanese that are special for Japan, so we do not have SCs for them, like i /% [on-
sen] ‘hot spring’, 4i%# [kotatsu] ‘Japanese table’, /% [sempai] ‘senior’, and so on.
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In addition, Japanese abounds with ‘compound’ words, like [ # ‘written declara-
tion’, fE5T ‘world of spirits’, or WX ‘late blooming’.

In cases like these, we usually have to add new SCs to the hierarchy, put the re-
quired Japanese concepts there and provide their correspondences in other languages
of the model. If the equivalent is not a word but a collocation (like ‘hot spring’), we fill
the SCs with terms—collocations that can be put in particular places of the SH like
lexical classes.

The particular cases are concepts composed of antonyms (or somehow opposed
notions), or the notions that usually come together: %37 ‘men and women’, FI4 ‘war
and peace’, {E5 ‘flowers and birds‘. Since ‘flower’ and ‘bird’ are definitely two dif-
ferent notions, the corresponding words are “situated” in different SCs, so it is not
quite clear where we should place ‘/EJS’. Anyway, in most cases, we have to add such
words to the SH as well, as it facilitates lexical analysis: otherwise, each time the
model would have to choose between analyzing the hieroglyph separately, or as a part
of a compound word.

4. The Compreno parser and its application

The semantic and syntactic patterns discussed above serve as the basis for the
Compreno parser, which includes several other patterns, such as morphology, non-
tree links like conjunction, anaphora, and others as well (for detailed analysis, see
[Anisimovich et al. 2012]; [Bogdanov, Leontyev 2013]).

Analyzing a sentence, the parser finds a set of syntactic structures that can
be matched to it, and then ranges them according to their evaluation. As a result, the
parser builds syntactic-semantic structures with the following nodes: SSs and DSs,
lexical and semantic classes, semantic and grammatical value, non-tree links—for
example, it finds a host for each pronoun, and so on (non-tree links are of great impor-
tance for parsing, however, due to the lack of space, we have to omit their description
here and refer to the papers mentioned above).

An illustration of the parser’s work is figure 1, where the output tree for the Eng-
lish sentence (3) is given:

(3) Igave a present to my friend.

"#NonexclamatoryClause:DECLARATIVE_MAIN_CLAUSE"

1 $Subject, Agent: "#pronoun_personal: #pronoun_personal:PRONOUN_BEING" == === ===========-==--« N

v
gave $Verb, Predicate: "give:give: TO_GIVE" |
a S$Article: "#Articles:ARTICLES" i
present $Object_Direct, Object: "present:present:PRESENT" i
to $PrePreposition: "to: #preposition:PREPOSITION" E
my $PossessorPremod, Object_Relation; "#pronoun_personal: #pronoun_personal:PRONOUN_BEING" =~

friend $Object_Indirect_to, Possessor: "friend:FRIEND"

Fig. 1. English output tree

In other words, our parser builds a representation of a sentence or a text. Al-
though the current model-based approach demands relatively higher costs, the model
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shows good evaluation results within the tests such as the “Dialogue evaluation
competitions” ( ), which include a wide range
of tasks: morphological analysis, anaphora, entity and fact extraction, machine trans-
lation and others (for details, see [Anastasyev et al. 2017]; [Stepanova et al. 2016];
[Bogdanov et al. 2014]; [Zuev et al. 2013]). Moreover, automation methods help to re-
duce the costs significantly.

As Japanese description is still in progress, we have not made comparative evalu-
ations with other Japanese parsers yet. However, the important idea is that application
of the parser to different NLP tasks is to a large extent based on the universal model.
For instance, our data extraction mechanism used for English and Russian now relies
on the information it gets from the SCs, DSs and tree dependencies—namely, uni-
versal objects, which are not language-specific. It means that when we add a new
language to the parser, we still use the same universal structures that we referred
to when working with English or Russian. Therefore, most of the IE rules would work
for the Japanese IE as well, which helps us to avoid significant work when starting
to use the Japanese parser for the tasks like this one.

As stated above, the number of Japanese lexical units added to the system is cur-
rently rather modest in comparison with English and Russian. Moreover, so far the
syntactic description of Japanese is not complete either. Nevertheless, the Japanese
parser functions already and fulfils the semantic and syntactic analysis on limited text
collections (the reference to the treebank is given below in section 5). As an instance
of Japanese parsing, see example (4) and figure 2 with its output tree (the sentence
comes from the open treebank below):

@) BRI EADFELWGFTiNGD %, — There are many lovely places in Japan.

"#NonexclamatoryClause :DECLARATIVE_MAIN_CLAUSE"

BHE /—b $Adjunct_Locative, Locative: "B :1APAN"

© #—p $Postposition: "[Z:#postposition:PREPOSITION"

.3 k—b $PostPostposition: "[d:#postposition:PREPOSITION"

E<{&h /’_" $CardNumeral, Quantity: "TZ<&f:MANY_SOME_FEW"

o K—b $PostPostposition: "@:#postposition:PREPOSITION"
ELLK — $Modifier_Attributive, Ch_Evaluation: "ZEL[\:BEAUTIFUL_UGLY"
i) |~ sSubject, Object: 2P :PLACE"

H \-—p $Postposition: "#:#postposition:PREPOSITION"

Hd ‘b $Verb, Predicate: "% :EXISTENCE_AND_POSSESSION”

Fig. 2. Japanese output tree

5. Text annotation and Japanese treebank

To evaluate quality change of the parser, we use manually annotated text collec-
tions for all languages integrated in the model. Usually, annotation includes DSs and
SSs for all constituents.
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Our annotation standards have quite a lot in common with the UD principles. Yet,
there are significant differences as our annotation is aimed at our project needs and
correlates with different opportunities of the model. Unlike the UD, we reconstruct
ellipted constituents, which is important for correct information extraction. We treat
coordination differently, as in Compreno, all conjuncts are attached to one parent,
while in the UD, the first conjunct attaches the other ones. In the UD, punctuators are
linked to other constituents, while in Compreno, punctuator is an attribute of a SS,
and so on. In general, our annotation demands more competence from the annotator,
but gives more precision for our needs.

In future, we plan to open access to some of our annotated corpora, therefore,
the opportunity to convert our annotation in the UD standard is in question now.

At the moment, our Japanese treebank consisting of 1,500 sentences is avail-
able here: . The original texts
come from the Tatoeba project ( ), and these are annotated
with shallow constituent borders by means of our parser. In addition to the treebank,
we suggest the annotation manual at the treebank website, where the annotation syn-
tax and principles are described in greater detail.

6. Conclusion

Integrating Japanese in a formal multilingual model is a challenging task, which
faces quite a few difficulties. Nevertheless, the Compreno model proved to be an effec-
tive tool for dealing with languages of different groups.

First, the universal SH suits well for word positioning of the lexicon of different
languages, including the asymmetry cases. Second, the system of the universal DSs
and the inheritance principle allow us to provide each word with all possible semantic
links at once purely through the word’s positioning in the SH. Third, the architecture
of the model reduces significantly the amount of work on the syntactic pattern as well,
as the syntactic realizations of the DSs can be introduced high in the SH and be inher-
ited by the SC-descendants.

Though such a model-based approach is rather costly, application of the auxiliary
tools and machine learning methods helps to reduce the costs significantly, facilitates
and speeds up the description process, and allows us to avoid a number of mistakes
inevitable in manual work.

Currently we are continuing to enlarge the Japanese vocabulary added to the
SH, progress with the work on the Japanese syntax and start testing the Japanese part
of the model on larger text corpora in order to evaluate the current level of the de-
scription and to track its progress. At the same time, we plan to focus on the practical
application of the Japanese parser and use it for solving different NLP tasks, in par-
ticular, for information extraction.
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