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A semantic word network is a network that represents the semantic relations
between individual words or their lexical senses. This paper proposes Wat-
LINK, an unsupervised method for inducing a semantic word network (SWN)
by constructing and expanding the hierarchical contexts using both the
available dictionary resources and distributional semantics’ methods for
is-a relations. It has three steps: context construction, context expansion,
and context disambiguation. The proposed method has been evaluated
on two different datasets for the Russian language. The former is a well-
known lexical ontology built by the group of expert lexicographers. The
latter, LRWC (“Lexical Relations from the Wisdom of the Crowd”), is a new
resource created using crowdsourcing that contains both positive and neg-
ative human judgements for subsumptions. The proposed method outper-
formed the other relation extraction methods on both datasets according
to recall and F,-score. Both the implementation of the WarLink method and
the LRWC dataset are publicly available under libré licenses.
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CeTU CJI0B Ha OCHOBE 00y4eHus 6e3 yunTens. MeToz BKJIOYAET Tpy aTana:
dopMUPOBaAHME MEPAPXUNYECKUX KOHTEKCTOB, PaCLUMPEHUE Mepapxuye-
CKMX KOHTEKCTOB, CBSI3blBAHME MOJIYYEHHbIX KOHTEKCTOB. [lpon3BeneHa
OLLeHKa MPEeACTaB/IEHHOr0 MeToAa Ha ABYX pa3HblX Habopax AaHHbIX A4S
pyccKOro a3blka: no matepuanam tesaypyca RuWordNet n no matepuanam
HOBOro Habopa aaHHbix LRWC, copepxallero cyxaneHus niogen o pogo-
BUOO0BbIX CBA3SX PYCCKMX CJIOB, MOJIy4EHHbIX MPY MOMOLLM KPayACcOPCUHTra.
MpennoxeHHbIi METOL NMPOAEMOHCTPMpOBan 60siee BbICOKME 3HAYEHUS
NONHOTBLI 1 F,-Mepbl Ha 0601x Habopax AaHHbLIX MO CPABHEHMIO C APYrUMM
MeToLaMN N3BJNIEYEHNS OTHOLLIEHMI. Peannsaums metoga WATLINK 1 Habop
baHHbIX LRWC gocTynHbl Ha YyCNOBUAX OTKPbLITON IULLEH3UN.

Kniouesble cnoBa: jiekcuyeckas CEMaHTUKa, M’MNoHUM, TMNepoHUM, PO4O-
BM0BOE OTHOLLEHWNE, CEMaHTMYeCKas CeTb, KpayaCOPCUHT, PYCCKUI A3bIK

1. Introduction

A semantic network is a network that represents semantic relations between con-
cepts [27]. Such semantic networks as WordNet [8] and BabelNet [21] are success-
fully applied in addressing different problems requiring common sense reasoning.
Construction of such a network ‘by hand’ is a long and expensive process that involves
very large amount of efforts of expert lexicographers. For instance, the Russian lan-
guage is still considered as an under-resourced natural language [12], which makes
it highly topical to develop new methods for discovering and refining the available
dictionaries and other lexical semantic resources in an unsupervised way.

This paper is focused on a special kind of semantic networks—semantic word
networks—that represent the relations between individual words or their lexical
senses rather than the entire concepts [15]. Semantic word networks (SWNs) found
their application in marketing campaign optimization [25], search query expansion
[11], etc. Particularly, this paper is devoted to the hyponymy/hypernymy relation, also
known as the is-a or the subsumption relation. Thus, an SWN is a directed graph con-
necting the distinct lexical senses through the hypernymy relations.

The contribution of the present paper is two-fold. Firstly, WATLINK, an unsuper-
vised method for constructing an SWN that uses both distributional and dictionary
resources has been proposed. Secondly, a crowdsourced dataset LRWC (“Lexical Rela-
tions from the Wisdom of the Crowd”) representing both positive and negative human
judgements for hyponymy and hypernymy relations for the Russian language has
been disseminated. The proposed method is inspired by the one by Faralli et al. [7].
The difference is that the present method disambiguates synsets and their hierarchi-
cal contexts instead of distributional sense representations. Also, it provides an op-
tional context expansion step to increase the lexical coverage of the resulting dataset.

The rest of the paper is organized as follows. Section 2 reviews the related work
focused on the construction of is-a relations. Section 3 describes WATLINK, an unsu-
pervised method for semantic word network construction. Section 4 shows the evalu-
ation results of this method on a well-known gold standard dataset for Russian. Sec-
tion 5 presents the LRWC dataset and demonstrates the evaluation results on this new
dataset. Section 6 concludes with the final remarks.
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2. Related Work

Currently, the most widely used method for detecting hypernyms and hyponyms
is the Hearst patterns [10]. These lexical-syntactic patterns, e.g., “Y such as X; and X",
have successfully found a substantial number of applications including ontology learn-
ing. There is a couple of variations of such patterns like PatternSim [22] and sense defi-
nition parsing [13], but the core principle remains the same and these patterns suffer
from the sparsity problem.

Various forms of crowdsourcing are used for constructing or expanding lexical re-
sources. Wiktionary, a wiki-based dictionary, is a popular source of semantic informa-
tion [31]. Also, there are other initiatives like the BabelNet Annotation Group (BANG)
[21] and Yet Another RussNet (YARN) [4], which differ in the goals and deliverables.

Distributed word representations, also known as word embeddings [20], are
a trending topic nowadays. Fu et al. [9] proposed the projection learning approach for
constructing semantic hierarchies for the Chinese language. This approach assumes
learning a linear transformation matrix such that multiplying on which a hyponym
vector produces a hypernym vector. Also, the k-means clustering algorithm has been
used to split the embeddings space into several subspaces to provide more flexibility
to the model. Recently, this approach has been improved by negative sampling, which
yielded a significant quality boost [28].

Shwartz et al. developed HypeNET, an integrated method that combines the syn-
tactic parsing features with word embeddings based on a long short-term memory
network [26]. However, HypeNET requires high-quality dependency pairs, which
complicates its application for under-resourced languages.

3. Constructing a Semantic Word Network with WATLINK

Let § be the input set of synsets, and a synset S € § is a set of semantically equiv-
alent word senses!, e.g., {auto?, car!, automobile’, ...}. Let R be the input set of is-a re-
lations provided in the form of tuples (w, h) € R, where both the hyponym w and the
hypernym h have no sense labels attached, e.g., (bank, building). The goal is to assign
the corresponding sense labels to these relations as well as to provide the words with
missing hypernyms with those, if possible.

For that, the WarLink method, shown in Fig. 1, is proposed. Firstly, a hierar-
chical context representing a bag of hypernym words is constructed for each synset.
Secondly, each hierarchical context is expanded using the nearest neighbor retrieval
combined with projection learning. Finally, the sense labels for the hypernyms are
obtained using the context disambiguation. As the result, WATLINK constructs a di-
rected graph SWN = (V, E), where V = Ugcs S is the set of all the possible word senses
appearing in all the synsets, and E € V X V is the set of disambiguated is-a relations
between these senses.

! Following the notation used in BabelNet [21], word' denotes the i-th lexical sense of the given word.
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Fig. 1. An outline of the proposed method, WATLINK

3.1. Context Construction

A hierarchical context connects the lexical entries of the corresponding synset
to their typical hypernyms in the is-a dictionary. For a synset S € S, the hierarchical
context hctx(S) is a bag of words composed of all the hypernyms in R matching the
words in S as hyponyms:

hetx(S) = {h: w € words(S), (w, h) € R},

where words(S) is the set of lemmas corresponding to the word senses in S, (w, h)
is a pair of hyponym w and hypernym h present in the dictionary R. As the result,
hypernyms are propagated to the words in the synset for which no hypernyms were
available. The variable importance of words in hierarchical contexts is modeled using
tf, idf, and tf-idf [19]:

o o W Ehexih =R 15|
thidf(h, hetx(S), §) = Thetx(S)| 1S5+ h € hetx ()]
tf(h, hetx(S)) idf(hs)

For example, a hierarchical context for the synset mentioned in the beginning
of Section 3, can be like {vehicle, transport, motor vehicle} for words(S) = {auto, car,
automobile}.

3.2. Context Expansion

Given the fact that the amount of available resources representing is-a relations is
limited [12], a projection learning approach [9] has been used to expand the set of the
already available subsumption pairs (w, h) € R. This optional context expansion step
is based on searching the most similar words to h using the semantic similarity com-
puted on word embeddings [20] and filtering out the irrelevant candidates (Fig. 2).
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Fig. 2. Hypernyms of “bank” that are similar to a known hypernym
‘organization”: the candidate words “corporation” and “institution” within
aradius of 6 are correct, while the candidate word “supermarket” is not

Firstly, for each input is- a pair (w, h) € R, a set of n nearest neighbors NN (l_{)
of the hypernym embeddmg h is retrieved. Secondly, for each hypernym candidate
embedding R € NN ih) a transformation matrix ®*, corresponding to the subspace
of the vector offset h' — W, is obtained and multiplied on the hyponym embedding
W [9], resulting in the predicted hypernym vector ®*W . Finally, the Euclidean dis-
tance between ®*W and the hypernym embedding R is computed. Those predicted
vectors located within a radius of § from the latter vector are said to be relevant:
||CD*W —h || < 6. As the result, a hierarchical context hetx(S) can be transformed into
the expanded hierarchical context hctx’(S):

he'($) = ] w) x NNj (R) U hetx(s)

wewords(S),
(w,h)ER

where W and I are embedding vectors for the words w and h, correspondingly, NN;, (ﬁ)
is the set of relevant candidates of n nearest neighbors of the vector h.

3.3. Context Disambiguation

For each synset S € § and its hierarchical context hctx(S), a sense label is es-
timated for each hypernym h € hctx(S). This is achieved by selecting a synset
S'e S:he words(S") that maximizes the cosine similarity [7] between hctx(S) and
S to choose the optimal word sense h :

h= argmax cos(hctx(S), S")
S'es,s#s',n'es’,
words({r'})=h

For instance, consider the hierarchical context {material, data} and two synsets:
{material’, textile'} and {material?, information', data'}. Using this procedure, the sec-
ond sense of the word “material” will be chosen because the latter synset is more simi-
lar to the given hierarchical context. The resulting disambiguated hierarchical con-
text contains the sense labels attached to the words composing the initial hierarchical
context, i.e., hctx(S) = {f’{ the hctx(S)}. It is now possible to construct an SWN with
Uses S as the set of nodes and Uges S X hctx(S) as the set of edges that are labeled
is-a relations. An example of an SWN is presented in Fig. 3. Note that the ambiguous
word “ticket” is represented twice: ticket! is a document and ticket? is a sign.
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Fig. 3. An example of a semantic word network

4. Gold Standard Evaluation on RuWordNet

Since WATLINK implies no strict limitations on the structure of the input synsets
and is-a relations, it can be applied for linking senses in virtually any synset dataset,
e.g., YARN [4] or UNLDC [5], with the relations from practically any subsumption
dataset, e.g., Hearst patterns [10], Wiktionary [31], etc. During the gold standard
evaluation, the performance of the WATLINK method is studied on RuWordNet [17],
a WordNet-like version of the RuThes thesaurus for Russian [16].

4.1. Experimental Setup

Given the fact that WATLINK is an unsupervised method, except the optional ex-
pansion step, the synset dataset is also chosen to be obtained in an unsupervised way.
A state-of-the-art method for unsupervised synset induction, WATSET [29], has been
used to yield the synsets from the synonymy graph composed of three synonymy dic-
tionaries for Russian: the Russian Wiktionary [31], UNLDC [5] and the Abramov’s Dic-
tionary [1]. This resulted in 55,369 synsets uniting 83,092 lexical entries; WATSET was
configured to use the Chinese Whispers algorithm for word sense induction [2] and
the Markov cluster algorithm for global graph clustering [30].

The following is-a datasets have been used in the experiments:

* Patterns, the dataset extracted from the lib.rus.ec electronic library using the
PatternSim approach [22]; the Limit option specifies that only these relations
appeared at least f = 30 times have remained.

* Wiktionary, the dataset extracted from the Russian Wiktionary using the JWKTL
tool [31].

e SAD the dataset extracted from the sense definitions in the Small Academic Dic-
tionary [6] [13].

* Joint, the dataset uniting Patterns + Limit, Wiktionary and SAD.
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Each dataset has been expanded using the context expansion method described
in Section 3.2 with n = 10, which is denoted as Exp. The transformation matrices have
been estimated using projection learning with asymmetric regularization [28] on the
state-of-the-art 500-dimensional skip-gram word embeddings for Russian [23]. The
threshold § = 0.6 has been tuned separately on a development dataset.

4.2. Evaluation Metric

The performance is reported according to the pairwise information retrieval
quality metrics: precision, recall and F, -score [19]. For that. an is-a pair (hypo, hyper)
is considered as predicted correctly if and only if there is a path from some sense
of hypo to some sense of hyper exists in the gold standard dataset. Only the words ap-
pearing both in the gold standard and the comparable datasets are considered. The
rest words are excluded from the evaluation.

4.3. Results

In most cases, the tf-idf weighing approach yielded slightly better results ac-
cording to F -score (Fig. 4). Table 1 summarize the evaluation results obtained on the
RuWordNet dataset using tf-idf weights. The highlighted results are statistically
significant according to the Wilcoxon signed-rank test with the significance level
of 0.01 performed similarly to [24]. It clearly seems that the expansion increases re-
call with a slight, yet notable, drop of precision. However, SWN outperformed the
others in terms of recall and F -score.

0.25-
0.20-
Welght
Q 0.15-
@]
@
010~ 'df
. tf-idf
0.05-
0.00 -
Patterns  Wiktionary Joint
Dataset

Fig. 4. Influence of the weighing approach according
to the best result on each dataset
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Table 1. Evaluation results on the RuWordNet dataset, only the
best configurations shown, top three results are highlighted

Method # of pairs | Precision | Recall | F, -score
Patterns 1,597,651 | 0.1611 0.3255 | 0.2155
Patterns + SWN 236,922 | 0.1126 0.2451 | 0.1543
Patterns + Limit 10,458 | 0.3773 0.0157 | 0.0302
Patterns + Limit + Exp 10,715 | 0.3760 0.0160 | 0.0307
Patterns + Limit + SWN 46,758 | 0.1140 0.0717 | 0.0880
Patterns + Limit + Exp + SWN 47,387 | 0.1129 0.0722 | 0.0881
Wiktionary 108,985 | 0.3877 0.0898 | 0.1458
Wiktionary + Exp 110,329 | 0.3874 0.0907 | 0.1469
Wiktionary + SWN 177,787 | 0.1836 0.3460 | 0.2399
Wiktionary + Exp + SWN 179,623 | 0.1844 0.3464 | 0.2407
SAD 36,800 | 0.1823 0.1502 | 0.1647
SAD + Exp 37,702 | 0.1825 0.1515 | 0.1655
SAD + SWN 98,085 | 0.1383 0.1879 |0.1593
SAD + Exp + SWN 99,678 | 0.1385 0.1883 | 0.1596
Joint 149,195 | 0.1719 0.2590 | 0.2067
Joint + Exp 151,150 | 0.1720 0.2594 | 0.2069
Joint + SWN 216,285 | 0.1685 0.3865 | 0.2347
Joint + Exp + SWN 218,290 | 0.1687 0.3867 | 0.2350

5. Lexical Relations from the Wisdom of the Crowd

To study the performance of the proposed method more thoroughly, the best mod-
els in Section 4.3 have been chosen as the input subsumption pairs for collecting human
judgements.

A set of 300 most frequent nouns have been extracted from the Russian National
Corpus [18]. Then, each method or resource in Table 1, produced at most five hypernyms
for each of these 300 nouns, if possible. In case it is not possible, missing answers treated
as false negative answers. Two additional datasets participated in the evaluation: RuThes
[16] and a noun-only version of RuWordNet [17]. The order of the extracted hypernyms
is the same as in they are presented in the resource. This resulted in 10,600 unique non-
empty subsumption pairs that have been passed for crowdsourcing annotation on the
Yandex.Toloka? platform. Each pair has been annotated by seven different annotators
whose mother tongue is Russian and the age is at least 20 by February 1, 2017.

Prior to this annotation, a manually composed training set of 48 tasks for less fre-
quent nouns has been ran. Only those who answered correctly for at least 80 % of the
training tasks have been permitted to complete non-training tasks for paid. Also, the
workers have been provided with a detailed instruction containing recommendations
among the examples of correct positive and negative answers.

2 https://toloka.yandex.ru/
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5.1. Human Intelligence Task

The layout of the human intelligence task (HIT) design, depicted in Fig. 5, as-
sumes the direct answer to a simple question: does the given pair of words represent
ameaningful is-a relation? Since the crowd workers are not expert lexicographers and
this question might be difficult for them, it has been rephrased as “Is it correct that
a kitten is a kind of mammal?” (in Russian).

MpaBga nun, 4To BAHK — 3TO Pa3HOBUAHOCTb OpraHu3auumn?
O Ra
O Hert

Fig. 5. Layout of the HIT: “Is it correct that a bank is a kind of
organization?” (Yes / No), both the hyponym and hypernym words link
to the Yandex search page; note that the hypernym is represented
in the genitive case: «opranmsaumn» instead of «opraHmsaums»

In case of English, it will be sufficient to provide just the lemmas for both the hypo-
nym and the hypernym. In Russian, this will make the question sentence uncoordinated
because the hypernym word should be present in the genitive case. Also, such words
as «Mosoko» (milk) and «zom» (house) are written identically both in nominative and
accusative cases, which causes inflection problems. This limitation has been dealt with
the pymorphy2 morphological analyzer and generator [14] by estimating the most suit-
able word form that needs to be inflected into the genitive case according to the heuristic

score(w|t,c) = p(t|jw) + 1(t = noun) X 10 + 1(c = nominative) X 2

where 1() is the indicator function, p(t|w) is the probability of the tag t assigned to the
word w estimated on OpenCorpora [3], and c is the grammatical case. This heuristic
prefers the nouns in the nominative case because the input words in the present study
are in fact noun lemmas.

5.2. Dataset

The answers have been aggregated using the Yandex.Toloka proprietary answer
aggregation mechanism. As the result, 4,576 out of 10,600 pairs have been annotated
as positive while the rest 6,024 have been annotated as negative. Interestingly, in av-
erage, the workers were more confident in negative answers rather than in the posi-
tive ones according to the two-tailed t-test with the significance level of 0.01. These
negative answers are extremely useful for both training and testing different relation
extraction methods [28]. To the best of our knowledge, this is the first dataset of this
kind made for the Russian language using microtask-based crowdsourcing.

5.3. Experimental Setup

Since for each of the top 300 nouns each method should provide no less and
no more than five hypernyms, including the missing ones, the performance of the
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methods is quantitated using the precision, recall, and F -score. A hypernym is con-
sidered as predicted correctly if and only if it is not empty and is annotated as positive
by the crowd workers.

5.4. Results

The evaluation results on LRWC showed that this resource does correlate with
RuThes in terms of correctness. However, it is not necessarily a reliable source of sub-
sumptions given the fact that it represents the human judgements, not the expert
knowledge.

Table 2. Evaluation results on the LRWC dataset,
top three results are highlighted

Method Precision Recall F -score
RuThes 0.7035 0.9168 0.7961
Joint + Exp 0.6719 0.9002 0.7695
Joint 0.6726 0.8975 0.7690
Wiktionary + SWN 0.6287 0.8775 0.7326
Wiktionary + Exp + SWN 0.6254 0.8779 0.7304
Joint + SWN 0.5590 0.9306 0.6985
Joint + Exp + SWN 0.5569 0.9304 0.6968
RWN (Nouns) 0.5878 0.8400 0.6917
SAD + Exp 0.6313 0.6141 0.6226
SAD 0.6321 0.6121 0.6220
Patterns 0.4821 0.8710 0.6207
Wiktionary + Exp 0.7488 0.3485 0.4756
Wiktionary 0.7492 0.3467 0.4741
Patterns + Limit 0.6711 0.3103 0.4244
Patterns + Limit + Exp 0.6700 0.3105 0.4244

RuThes showed the best results on the LRWC dataset according to F1-score and
the third best result according to precision and recall. Surprisingly, the highest value
of precision is yielded by the Wiktionary dataset that has been created using crowd-
sourcing by a group of volunteers. Although it shows relatively small recall, this obser-
vation indicates a tremendous potential of collaborative lexicography.

With expansion or without it, SWN showed the designed trade-off between pre-
cision and recall in the favor of recall, which agrees with the previous experiment
(Table 1). It leaves one with a choice: it is possible to either achieve the highest recall
by ignoring the information encoded by the synonyms and their common hypernyms,
or to exploit this information by slightly reducing the recall while maintaining the
third best value of F -score. Notably, on LRWC, the Joint dataset yielded better results
without SWN. This is caused by the hypernymy propagation property of the method
mentioned in Section 3.1, i.e., when the most frequent hypernyms overweight the oth-
ers in a hierarchical context.
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6. Conclusion

In this paper, WATLINK, a robust method for constructing a semantic word net-
work has been proposed. The method showed good results by outperforming compet-
ing methods on recall and F,-score on two different datasets: an expert-built thesau-
rus, RuWordNet, and a new dataset representing the human judgments for Russian
subsumptions, LRWC.

The implementation of the present method is available on GitHub under the MIT
license: https://github.com/dustalov/watlink. The LRWC dataset is available on Ze-
nodo in the tab-separated values format under a Creative Commons Attribution-Sha-
reAlike license: https://doi.org/10.5281/zenodo.546302.
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