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The sentiment lexicons are an important part of many sentiment analysis
systems. There are many automatic ways to build such lexicons, but often
they are too large and contain errors.

The paper presents the algorithm of sentiment lexicons creation for a given
domain based on hybrid—manual and corpus-based—approach. This al-
gorithm is used for the development of the sentiment lexicons by means
of four human annotators each for five domains—user reviews of restau-
rants, cars, movies, books and digital cameras. Created sentiment lexicons
are analyzed for inter-annotator agreement, parts of speech distribution
and correlation with automatic lexicons.

The performance of the sentiment analysis based on the created sentiment
lexicons is researched and compared with the performance of the existing
sentiment lexicons. The experiments with text corpora on various domains
based on SVM show high quality and compactness of the human-built
lexicons.
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1. Introduction

In recent years the sentiment analysis is one of the hottest research areas in natu-
ral language processing (Liu, 2012). The challenges to the researchers are both theo-
retical aspects, such as the objective laws of the sentiment expressions in the natural
language, and the practical aspects, e. g., the analysis of consumer products and ser-
vices reviews, the monitoring of social networks, the political studies (Feldman, 2013).

There are two main approaches to the sentiment analysis (Taboada et al., 2011):
lexicon-based and machine learning. The first of them determines the text sentiment
by means of individual words polarity in the text. The latter considers the task of sen-
timent analysis as the problem of text categorization. Both approaches require high
quality sentiment lexicons: even in the text categorization methods the word weights
are often proportional to word polarity and strength.

There are many studies on the problem of sentiment lexicons creating. They gen-
erally use three main approaches (Liu, 2012): manual approach, dictionary-based ap-
proach, and corpus-based approach.

In the manual approach the sentiment lexicons are constructed by human an-
notators. In the dictionary-based approach the sentiment lexicons are created with
the help of the universal dictionaries and thesauri, e. g., WordNet (Fellbaum, 1998).
In the corpus-based approach the sentiment lexicons are built based on the analysis
of text corpora. Also the various hybrid combinations of these approaches are used.

Though the problem of sentiment lexicons creation is very important, little at-
tention is paid to the evaluation of the quality and in-depth analysis of the generated
lexicons, especially for Russian.

In this paper, firstly, we propose a procedure of creating the sentiment lexicon for
a given domain, secondly, we analyze the sentiment lexicon that is constructed by sev-
eral annotators for various domains, thirdly, we research the performance of these
sentiment lexicons in comparison with existing lexicons.
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The rest of the paper considers the related work (Section 2) and the used text
corpora (Section 3) are considered. At first the corpus-based approach to sentiment
words extraction is applied to generate the sentiment lexicons, then their manual an-
notation is carried out by several annotators (Section 4). The generated lexicons are
jointly analyzed (Section 5). Performance of the sentiment analysis based on the sen-
timent lexicons and Support Vector Machine (SVM) is evaluated (Section 6).

2. Related work
2.1. The creation of sentiment lexicons

Two stages of lexicons creation can be distinguished: 1) the generation of the
sentiment-bearing words list, containing the candidates to sentiment lexicon, and
2) the assignment of sentiment labels to these words, e. g. positive/negative/neutral.
Both stages are performed either manually or automatically.

Most of the studies on concerning sentiment lexicons creation are carried out
on the material of English. For example, Taboada et al. (2011) both stages fulfilled
manually. Mohammad and Turney (2013) used the crowdsourcing for the creation
of word-emotion and word-polarity association lexicon.

There are also studies for other languages. For example, Amiri et al. (2015)
formed word list manually, then this list was annotated by several human annotators
by means of web interface.

There are few such studies for Russian. Chetviorkin and Loukachevitch (2012)
extracted and weighted sentiment words automatically on the base of machine learn-
ing. Manual annotation was performed only for evaluation. Ulanov and Sapozhnikov
(2013) built up the lexicons by means of automatic translation of English dictionaries.
Blinov and Kotelnikov (2014) created the sentiment lexicon based on the distributed
representations of words and used it for aspect-based sentiment analysis. Ivanov et al.
(2015) applied the corpus-based approach in the user review domain as well as for
aspect-based sentiment analysis.

At present the following sentiment lexicons are publicly available:

¢ Russian Sentiment Lexicon for Product Meta-Domain (ProductSentiRus)—5,000

words (Chetviorkin, Loukachevitch, 2012)';

* NRC Emotion Lexicon translated in Russian via Google Translate (NRC)—4,590

words (Mohammad, Turney, 2013)?;

¢ Russian sentiment lexicon—2,914 words (Chen, Skiena, 2014)3;
e Sentiment lexicon for restaurants domain—7,312 words (including bigrams and

trigrams) (Blinov, Kotelnikov, 2014)%.

! http://www.cir.ru/SentiLexicon/ProductSentiRus.txt
2 http://www.saifmohammad.com/WebPages/NRC-Emotion-Lexicon.htm
3 https://sites.google.com/site/datascienceslab/projects/multilingualsentiment

4 http://goo.gl/NhEvWu
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These lexicons (except the latter, containing the large part of collocations) are
used in our study to compare with the manual lexicons (see Section 6).

2.2. Analysis of lexicons

One of the main purposes of our study is a joint analysis of the word list sentiment
labeling. The word list was made by several human annotators for various domains.
To our knowledge such in-depth analysis of Russian sentiment lexicons hasn’t been
performed yet.

Andreevskaia and Bergler (2006) conducted simultaneous labeling of two senti-
ment lexicons by two teams, which resulted in the high degree of disagreement.

Taboada et al. (2011) compared manual lexicons with dictionaries built using
Amazon Mechanical Turk. In addition, a comparison with SentiWordNet was drawn,
but only at the level of performance test.

As well several sentiment lexicons are compared by the quality of sentiment
analysis in English (Musto et al., 2014; Ozdemir, Bergler, 2015) and in Portuguese
(Freitas, Vieira, 2013).

Within the context of our study we should mention the work (Kiselev et al., 2015)
in which the thorough analysis of 12 existing lexical-semantic resources (printed ex-
planatory dictionaries, dictionaries of synonyms, electronic thesauri) is performed.

3. Text corpora

In our work the reviews of restaurants, cars, movies, books and digital cameras
are researched. The reviews of restaurants were collected from the site Restoclub®, the
reviews of cars—from the site Cars@mail.ru®. For the rest domains the text corpora
of seminar ROMIP2011 and 2012 are used (Chetviorkin et al., 2012; Chetviorkin, Lou-
kachevitch, 2013).

The initial score scales (movies, books, restaurants—ten-point, cameras, cars—
fivepoint) were converted to binary scale by the following schemes: for ten-point
scale—{1...4} — neg, {6...10} - pos; for five-point scale—{1...2} - neg, {4...5} - pos.

Asatraining set the random chosen ten thousand reviews are used for each domain.
For the ROMIP’s domains these reviews are chosen from train corpora of ROMIP2011,
for remaining domains—from entire corpora. Test sets for ROMIP’s domains are equal
to the test corpora union of ROMIP2011 and 2012 for each domain separately. As test
sets for restaurants and cars all reviews are used except for training reviews.

The characteristics of training and test corpora are given in Table 1.

5 http://www.restoclub.ru

6 https://cars.mail.ru/reviews



Manually Created Sentiment Lexicons: Research and Development

Table 1. Text corpora (N, —an average number of words per review)

Train corpora Test corpora Total
Domain Pos [Neg |Total |[N_ |Pos Neg |[Total |N  |reviews
Restaurants | 7,982 2,018 | 10,000| 87| 15,353| 1,544 | 16,897| 162| 26,897
Cars 7,900 | 2,100 | 10,000 | 104 | 38,148 | 1,286| 39,434| 71| 49,434
Movies 7,330|2,670| 10,000| 80 594| 126 720| 212| 10,720
Books 7,888|2,112 | 10,000| 31 356 39 395| 235| 10,395
Cameras |8,921|1,079|10,000| 94 612 54 666 | 226| 10,666

It should be noted that the corpora are highly imbalanced: the part of positive
reviews is ranging from 73.3% for the movie training corpus to 96.7% for the car test
corpus.

4. Sentiment lexicons creating

The proposed procedure of sentiment lexicon creation consists of three main
stages: 1) word weighting and selection; 2) collaborative manual word annotation;
3) consolidation of sentiment lexicons.

At the first stage the morphological analysis of training corpus is performed
(we used mystem’), then full dictionary of training corpus is formed and stop words
are removed. All the words are weighted using the supervised term weighting scheme,
e.g., RF (Relevance Frequency), which demonstrated good performance in the text
categorization task (Lan et al., 2009). In this scheme the weight of a given word to the
sentiment category S is calculated by formula:

a
RFg = ]0g2 (2 + max—(l,b))’
where a—a number of documents related to category S and containing this word,
b—a number of documents not related to category S and containing this word
as well.

For each word two weights are calculated: the first weight RF,  towards S = positive
and second weight RF,  towards S = negative. Two identical word lists, which contain all
words from full dictionary, are generated. Lists are sorted, the first—in the order of weights
RF,,, and the second—in the order of weights RF, .. First P words from each list are chosen
so that 2P = N, where N—a number of words for manual annotation (at the top of both lists
the same words may occur). Thus the dictionary for manual labeling containing N hypo-
thetical sentiment words is made for the second stage.

Table 2 shows the characteristics of full dictionaries and dictionaries for
labeling.

7 https://tech.yandex.ru/mystem
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Table 2. Size of dictionaries

Domain Size of full dictionary Size of labelled dictionary
Restaurants 21,454 10,000
Cars 17,810 10,000
Movies 28,955 10,000
Books 15,328 10,000
Cameras 13,974 10,000

At the second stage M annotators independently label dictionary. In our study
M =4 annotators take part in the annotation process. N = 10,000 is the compromise
between the laboriousness and the completeness. The annotators labelled 50,000
words (5 domains) altogether. The dictionary was shuffled before annotation.

Each word can be assigned one of four labels: positive, negative, neutral and
unclear. Further neutral words are not used. The unclear word lists are of interest
to further studies.

The desktop application that shows the current word, its context and possible
labels is used for the labeling process (Fig. 1).
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Fig. 1. Annotation tool

The annotators labelled the word as positive or negative in case they could
imagine it in any sentiment context of current domain. If the annotator had some
doubt the word was labelled as unclear, otherwise as neutral. The average time of la-
beling of a thousand of words was 90 minutes, overall labeling time was about 300
man-hours.

The anotators had the following main problems:
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1) the ambiguity, e. g. «Hawu Kycok naacmuka» — «npeKpacHas NAAcmuka
manya» (“we found a piece of plastic’—*“a great plastic of dance”);

2) the reviews often have two parts—descriptive and evaluative. The words
that are sentiment-bearing for descriptive part are not those for evaluative
and vice versa. In (Taboada et al., 2009) the solution of the problem of the
descriptive noise is proposed;

3) the author of review’s was afraid of something but his or her fear was not
confirmed;

4) for many words a number of reviews containing such words exceeds several
tens (and even hundreds)—for the annotators it was hard to see all reviews
in such cases;

5) the morphological errors, e.g. word «omcmoii» (“bullshit”) is recognized
as «omcmosamu» (“to stand”);

6) typos, e.g. «<KoMnaumeHm — komniemenm» (“compliment—complement”).

At the third stage positive and negative labelled word lists are joined, domain-

dependent and universal sentiment lexicons are formed?®.

5. Analysis of lexicons
5.1. Description
As a result of the proposed procedure each annotator created four lexicons for

each of five domains (80 lexicons altogether). The characteristics of lexicon for restau-
rant domain are shown in Fig. 2.
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Fig. 2. The distribution of sentiment words for restaurant reviews

8 Created sentiment lexicons are available at: https://goo.gl/KRWo5X.
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The analysis of created lexicons allows us to draw following conclusions. Firstly,
negative lexicon is more diverse: on average the size of negative lexicons is 1.63 times
more than of positive ones, despite the fact that the positive words prevail in texts
(Boucher, Osgood, 1969). Secondly, the annotators differ in the degrees of confi-
dence in their labels: the average rate of unclear words varies from 0.5% to 3.6%.
At the same time the intersections of all or the most part of manual lexicons give
good results of sentiment analysis comparable with automatic dictionaries (see Sec-
tion 6).

Thirdly, the rate of sentiment lexicon ranges from 8.4% to 17.3% on average for
various domains (Table 3). It should be noted that this rate is in specially collected
dictionary of candidate words. For the full dictionary this rate is likely to be even
lower.

Table 3. Average sizes of lexicons

Domain Positive | Negative |Neutral |Unclear |Total |(Pos+Neg)/Total

Restaurants 608 1,127 8,031 235| 10,000 17.3%
Cars 429 975 8,444 152 10,000 14.0%
Movies 389 451 9,026 134 | 10,000 8.4%
Books 491 623 8,754 132 10,000 11.1%
Cameras 535 965 8,382 119 10,000 15.0%

5.2. Intersections and unions

We built the intersection of two types of lexicons: for which all 4 annotators
agree and for which at least 3 of 4 annotators agree. The characteristics of these lexi-
cons are shown in Tables 4 and 5.

Table 4. Lexicons with 4 agreed annotators

Part of labelled
Domain |Positive | Negative |Neutral |Unclear |Total |dictionary
Restaurants 200 410 6,673 0| 7,283 72.8%
Cars 87 159 7,183 0| 7,429 74.3%
Movies 87 109 8,123 0| 8,319 83.2%
Books 109 155 7,786 1| 8,051 80.5%
Cameras 79 89 6,969 ol 7,137 71.4%
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Table 5. Lexicons with the minimum 3 agreed annotators

Part of labelled
Domain Positive | Negative |Neutral | Unclear |Total |dictionary
Restaurants 483 857 7,740 14| 9,094 90.9%
Cars 342 780 8,091 2| 9,215 92.2%
Movies 251 317 8,873 2| 9,443 94.4%
Books 359 477 8,507 1| 9,344 93.4%
Cameras 396 739 7,974 3| 9,112 91.1%

The study of Tables 4 and 5 shows the decrease in scattering of labelled lexicons
parts in the transition from the agreement of all annotators to an agreement of at least
three of them: from [71.4%...83.2%] to [90.9%...94.4%)]. Thus, the degree of agree-
ment of the majority is higher than 90%.

Also the universal dictionaries were created—the unions of dictionaries for all
domains with different minimum number of agreed annotators (Table 6).

Table 6. The characteristics of universal lexicons

A minimum number Positive U

of agreed annotators |Positive |Negative |Negative Neutral |Unclear

1 2,731 4,978 7,526 25,688 2,324
2 1,614 3,338 4,927 24,260 260
3 1,047 2,210 3,247 23,026 22
4 388 724 1,111 21,145 1

It may be noticed that the size of positive and negative lexicons union is less than
the sum of positive and negative lexicons sizes separately. The reason is that some
words occur in positive and negative lexicons simultaneously. For example in Table 7
there are 10 such words for the minimum three agreed annotators.

Table 7. Words belonging to both universal lexicons

Positive lexicon Negative lexicon
Word Domain | Examples Domain | Examples
3acaceBaTh | books croycem 3acacblgaem | cameras | 3acacbledaem nblib
IpeZcKasy- | cars npedckasyemocmas movies, | npedckasyemocms
€MOCThb 8 n08oOpoOMAx books uHmpuau
Hempezcka- | books croxcem Hpasumcs cars, Henpedckasyemocmb
3yeMOCTb HenpedcKa3yemMoCmyuio | cameras | pe3ybmama cemKu
IpeJcKasy- | cars, npedckasyemo gedem | books KOHel, npedckasyem
eMBIH cameras | cebs
HelpesicKa- | movies, | Henpedckasyemble cars, Henpedckasyemole
3yeMBbI books peaxkuyuu 2epoes cameras | omkasbl
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Positive lexicon Negative lexicon

Word Domain | Examples Domain | Examples
IIPOCTEHBKO | cameras | 8ce NPOCmeHbko books CAUKOM NPOCMEHBKO

U O BKYCOM
LEIIATD books KHU24a Uensisiem cars uensasiem OHUWEM

3a Jcusoe 3eMJI0
3aTpensl- books KHU2a yrce restau- | uHeeHMapb 3ampenau
BaTh 3ampenana rants
peBeThb books pesesnia 8 mpu pyubsi cars Momop pegem
pa3XeBBbI- cameras | pasjcesaHo 0ns books Dpa3dice8aHMbLil asmo-
BaTh «MOpM0308» pOoMm 00 HenpuauUus

5.3. Inter-annotator agreement

We compute inter-annotator agreement by means of Fleiss’ kappa statistical mea-
sure (Fleiss, 1971). It is calculated as the ratio of degree of annotators agreement actu-
ally attained above what would be predicted by chance and the degree of agreement
attainable above chance:

PP,
K=——,
1-P,

where P—the mean of the proportions of agreeing annotator-annotator pairs for each
word; P,—the degree of agreement expected by chance.

If the annotators are in complete agreement then k = 1. If there is chance agree-
ment then x = 0.

Also we compute inter-annotator agreement for each category—positive, nega-
tive, neutral and unclear. The results are shown in Table 8.

Table 8. Inter-annotator agreement

Domain Positive Negative Neutral Unclear Fleiss’ kappa
Restaurants 0.353 0.364 0.790 0.027 0.535
Cars 0.317 0.306 0.796 0.017 0.471
Movies 0.248 0.284 0.877 0.011 0.462
Books 0.297 0.322 0.849 0.019 0.504
Cameras 0.262 0.274 0.775 0.017 0.432
Average 0.295 0.310 0.817 0.018 0.481

The obtained values of Fleiss’ kappa (from 0.432 for cameras to 0.535 for res-
taurants) on the scale from paper (Landis, Koch, 1977) refer to “the moderate agree-
ment” (0.4...0.6). Although (Artstein, Poesio, 2008) indicate, that only values above
0.8 ensured an annotation of reasonable quality, our experiments show that the cre-
ated lexicons are of sufficient quality for sentiment analysis (see Section 6).
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The relatively low value of Fleiss’ kappa = 0.432 for the cameras, is possibly due
to a lesser awareness of annotators in this domain than in others.

Note that Fleiss’ kappa was lower for movies regarding restaurants (despite the
high degree of agreement in the Table 4), due to the high values of the degree of agree-
ment P, expected by chance.

5.4. Parts of speech

We analyzed parts of speech distribution in the unions of positive and negative lexi-
cons for different domains (see Table 5), formed by at least 3 agreed annotators (Table 9).

Table 9. The distribution of parts of speech

Nouns Verbs Adjectives |Adverbs |Others |Total

Domain # |% |# |% |# % |# |% |[# |% |# %

Restaurants | 336[25.1| 276|20.6| 512|38.2| 215|16.0 0.1/1,340| 100
Cars 281]25.0| 338(30.1| 377|33.6| 125|11.1 0.1[1,122| 100
Movies 146 (25.7| 72|12.7| 226|39.8| 121|21.3 0.5| 568| 100
Books 189[22.6| 141|16.9| 334[40.0| 171]20.5 0.1| 836| 100

Cameras 255(22.5| 294|25.9| 437(38.5| 148|13.0
Universal | 865|26.6| 834|25.7|1,118|34.4| 428|13.2
Average 241|24.6| 224(22.0| 377|37.4| 156|15.9| 1

0.111,135| 100
0.1]3,247| 100
0.2

320 1S3 [EY iy FICY [y U

As a result of the analysis it was found that adjectives occupy the largest part
in the sentiment dictionaries (on average 37.4%). Adverbs have the smallest part
(15.9%), except for Others. Nouns and verbs have approximately the same proportion
(24.6% and 22%, respectively).

Verbs have the highest variation of proportions in the domains: from 12.7% for
movies to 30.1% for cars. This is probably due to the predominance of actions descrip-
tion in the reviews of the goods (cameras, cars), than in the reviews of the works of art
(movies, books).

5.5. Interconnection between manual and automatic lexicons

We compared the sentiment lexicons created by annotators (minimum three
agreed) and automatically generated based on the weight RF. If the size of manual
lexicon is equal to N, we take N first words with maximal RF-weights (Table 10).

You may notice that in general, the coincidence is low—on average 17.1% in all
lexicons and domains. At the same time the scattering is very large: for the positive—
from 6.0% to 33.3%, for the negative—from 11.0% to 31.3%.

Therefore, you should not rely only on automatic methods for sentiment lexi-
con creating. For example, top-100 RF-weighted positive words for the books domain
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contains such neutral words as nodxod (an approach), okpysxcarowuii (surrounding),
cecmpa (a sister), scmagams (to stand up), depucams (to hold), etc. In our opinion, the
used hybrid approach where human annotators mark up a subset of the words se-
lected by automatic methods is more promising.

Table 10. A comparison of manual and automatic lexicons

Positive Negative
Domain Size Coincidence | Size Coincidence
Restaurants 483 33.3% 857 31,3%
Cars 342 15.5% 780 20.1%
Movies 251 6.0% 317 11.0%
Books 359 19.2% 477 19.1%
Cameras 396 15.9% 739 14.2%
Average 366 18.0% 634 16.1%

6. Comparison of lexicons in automatic sentiment analysis

We researched the performance of the sentiment analysis for different domains
using prepared sentiment lexicons and compared with the dictionaries automatically
formed on the basis of train collections, as well as with the existing lexicons (see Sec-
tion 2).

A vector space model of text representation was used. Automatically created dic-
tionaries based on the training collection were weighted using an RF scheme (Lan
et al, 2009). Also a feature selection was applied for the dictionaries—the first p%
of words with the highest weights were selected. The ratio p ranged from 10% to 100%
with 10% step. For the other dictionaries the binary weights were used.

The method SVM from scikit-learn package (Pedregosa et al., 2011) was used for
classification. The kernel (linear, polynomial, RBF), SVM parameters and parameter
p in the feature selection through grid search and 3-fold cross-validation were se-
lected. The best results were achieved with a linear kernel.

We included in testing the formed by annotators domain-dependent sentiment
lexicons, which contained only the words about which agree all annotators (denoted
“Domain, n = 4”) and most annotators (“Domain, n = 3”). In addition, we used uni-
versal sentiment lexicons (n = 3 and n = 4).

We also compared the quality of the analysis with the results of publicly available
Russian sentiment lexicons: ProductSentiRus (Chetviorkin, Loukachevitch, 2012),
NRC (Mohammad, Turney, 2013) and Chen-Skiena (Chen, Skiena, 2014). The sizes
of all the lexicons are listed in Table 11.

Asabaseline we used dummy classifier, which categorized all the objects as positive.

For evaluation we used F1-measure, for which macro-averaging was carried out
due to the strong imbalance of test corpora. The test results are shown in Table 12.
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Table 11. Size of lexicons (for the lexicons of train collection in the brackets
it shows the part p of the full lexicon—the result of feature selection)

Lexicon Restaurants Cars Movies Books | Cameras
Dictionaries of train 21,454 12,467 23,164 15,328 9,781
corpus (RF) (1.0) 0.7) (0.8) (1.0) 0.7)
Domain (n = 4) 610 246 196 264 168
Domain (n = 3) 1,340 1,122 568 836 1,135
Universal (n = 4) 1,111

Universal (n = 3) 3,247

ProductSentiRus 5,000

NRC 4,590

Chen-Skiena 2,914

Table 12. The results of experiments—F 1-measure, %

Average

Lexicon Restaurants | Cars | Movies | Books | Cameras F1
Baseline 47.6 49.2 | 45.2 47.4 47.9 47.5
Dictionaries of train 74.4 63.6 | 64.4 61.2 80.2 68.8
corpus (RF)

Domain (n = 4) 74.9 62.3 | 65.2 64.0 76.0 68.5
Domain (n = 3) 75.0 65.2 | 62.0 60.5 73.9 67.3
Universal (n = 4) 74.3 63.3| 614 63.1 76.8 67.8
Universal (n = 3) 75.3 65.8| 65.7 60.2 78.9 69.2
ProductSentiRus 76.2 63.6 | 61.7 59.2 82.6 68.7
NRC 71.8 62.2 | 58.6 53.6 82.9 65.8
Chen-Skiena 71.2 59.6 | 58.7 56.6 80.2 65.2

From Table 12 it can be seen that the created sentiment lexicons allow to per-
form the sentiment analysis with high quality, comparable or superior the auto-gen-
erated dictionaries. At the same time the size of manual lexicons is much smaller
than of automatic lexicons: for example, lexicon books (Domain, n =4) comprises
a total of 264 words and shows the quality that surpasses all other lexicons (64%).

Also the universal lexicons demonstrate the high quality, for example, the uni-
versal lexicon (n = 3) shows the best results in two areas of the five (cars and movies),
as well as on the average.

Due to the high degree of imbalance of corpora (see Table 1) and the use of macro-
averaging scheme, the quality of the analysis highly depends on the F1-measure for
negative texts. Almost all relatively low results in Table 12 (e.g., Chen-Skiena for cars,
dictionary of train corpus for books, NRC for movies) are closely related with poor
recognition of negative texts. Low results of manual lexicons for cameras also depend
on it. The reason is the insufficient size of the negative lexicon for cameras (89 words,
n = 4). Perhaps it was the result of poor awareness of annotators in a given domain.
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We note also that ProductSentiRus performed well in the analysis of product re-
views (cars and cameras), as well as the restaurants. Lexicons, received by automatic
translation into Russian (NRC and Chen-Skiena) tend to show relatively low quality
(except cameras).

7. Conclusion

Thus, the proposed in the article procedure allows creating a compact and do-
main-dependent sentiment lexicon, which is very effective in sentiment analysis. The
laboriousness of lexicon creation is reduced through the use of automated methods
of terms weighting to generate a set of words to labeling process. It is also important
for annotators to be familiar with the domain.

The universal lexicons created by union of manual lexicons also show good re-
sults comparable or superior to automatic dictionaries.

We see the following directions for future research: to expand the set of domains
(news, social networks, policy) to increase the reliability of research; to investigate the
influence of collocations and parts of speech on the effectiveness of lexicons; to test
the lexicons with lexical-based method of sentiment analysis (Taboada et al., 2011).
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