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This paper presents an algorithm for generating the Domain-Specific Senti-
ment Russian dictionary using a graph model. It is important to emphasize 
that the described algorithm does not require any human-labeling, but just 
a sufficiently large corpus of Russian texts from the subject area, which can 
be generated automatically for most domains. Our algorithm is not strictly 
confined to the Russian language and, if necessary, can be generalized 
to develop dictionaries in other languages. 
Dictionaries of positive and negative words are created using the analy-
sis of the graph constructed on unlabeled corpus of the Domain-Specific 
Russian texts. The graph was built using the approach described in [6], 
pre-adapted to texts in Russian. The applicability of this method to create 
a graph for prediction of polarity of adjectives in reviews in Russian lan-
guage is experimentally evaluated. 
The original method of graph processing for splitting the vertex set of this 
graph into subsets of positive and negative words was proposed and imple-
mented. The algorithm starts with gathering a small seed set of adjectives, 
polarity of which is unambiguous irrespective of a subject area (for exam-
ple, “bad”, “good”, “terrible”, “excellent”). 
Further, words are distributed iteratively: each time a vertex is added to the 
set, if the vertex is most strongly associated with the already existing ver-
tices in the set. Several weighting functions on the edges were compared, 
as well as functions of attraction to the sets of positive and negative words 
with the aim of composing the most accurate dictionaries of positive and 
negative adjectives for a specific subject area.
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1. Introduction

Public opinion and review studies have become an important part of decision-
making processes. When a particular choice is associated with financial expenses 
(purchase of any goods, services, etc.), customers often rely on other people’s experi-
ence. Information obtained from such studies is one of the most important factors 
in the final choice made.

Recently, the task of “opinion mining” has aroused significant interest among 
researchers of natural language texts as well as has become an important constituent 
of a decision-making process. Automatic sentiment analysis of a text finds a broad 
application in different fields of human activity—politics, business, film industry. In-
formation obtained from review analysis affects the final choice that people make. 
Due to the broad variety of application areas, the actual goal is not just the review 
analysis itself, but also the opinion extraction from domain-specific texts. Since most 
of the algorithms for the review analysis are based on the use of sentiment dictionar-
ies—dictionaries of positive and negative meaning of words, the automatic genera-
tion of such dictionaries becomes an important task. Solution of such kind of tasks 
strongly depends on the domain-specific area and language features, as the same 
words used in different situations can give diametrically opposite polarity. For ex-
ample, the word “thin” is positive for laptop characteristics, while it would be un-
comfortable to stay in a hotel with “thin walls”. There are various situations when 
different meanings of one and the same word could be associated with alternative 
sentiments.

This paper describes an algorithm for generating the Russian sentiment diction-
ary for a domain-specific area using a graph model. We investigate the dependence 
of the dictionary’s quality on graph building and analysis parameters. It is impor-
tant to note that the described algorithm does not require any preliminary marking, 
but only a sufficiently large corpus of Russian texts from the domain area, which 
can be easily prepared by the user him-/herself. The algorithm is not bound to the 
Russian language and, if desired, can be generalized to create dictionaries of other 
languages.

Dictionaries of positive and negative words are created using the analysis 
of graphs constructed on a raw corpus of Russian texts from the domain area. Such 
corpus can be generated automatically for most domains. Graph nodes are adjectives, 
and edges connect the adjectives joined by a coordinating conjunction at least in one 
sentence.

The process of splitting graph nodes into positive and negative word subsets starts 
from small initial sets consisting of adjectives, the sentiment polarity of which is un-
ambiguous irrespective of the subject area (e.g, “bad”, “good”, “terrible”, “excellent”). 
Further, the remaining words are distributed iteratively: each time a node is added 
into the set most strongly associated with the already existing nodes. We compared 
efficiency of several weighting functions on the edges as well as distance functions 
to compile the most accurate dictionaries. This work has also demonstrated applica-
bility of the approach described in [6] for sentiment analysis of adjectives in Russian-
speaking reviews.
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2. Related work

Over the last five years, there has been a tremendous increase in demand for senti-
ment analysis tools by companies for monitoring people’s opinions on company’s products 
and services and by social science researchers. All sentiment analysis tools rely on dic-
tionaries of words and phrases with positive and negative connotations. Such dictionar-
ies are necessary for different languages and different domain-specific areas affecting 
the polarity of words. Thus, the task of building sentiment dictionaries for a particular 
language and the domain-specific area is highly relevant, because even if there is a large 
amount of publicly available labeled data, most of such dictionaries are composed for the 
English language and examine either movie reviews or reviews on equipment.

For example, [1] describes an algorithm for compiling one of few publicly avail-
able Russian-language dictionaries of opinion words for the product meta-domain 
with the help of learning several classifiers on one domain and then migrating the 
resulting model to other domain areas. Further, in [7], authors try to clarify the dic-
tionary obtained by analysis of the corresponding subgraph of the RuThes thesaurus.

The task of creating the sentiment vocabularies is relevant not only for Russian 
language but also for many other languages. Thus, in [10] authors propose a method 
for automatic dictionary creation for new languages (German, Russian, Italian, French, 
Arabic and Czech) using manually compiled dictionaries in English and Spanish.

In [2], the original manually compiled dictionary for the German language was 
enlarged by the construction of the graph based on the untagged German corpus, 
as described in [6], and by its further analysis using the classification method of maxi-
mum entropy.

Different graph models are widely used for subtasks such as adapting the model 
to a new domain area, highlighting sentiment sentences from the text or ranking 
words according to the opinion polarity. The authors of [11], having the corpus from 
marked up documents in one domain and unlabeled corpus from a different domain, 
determine the polarity by building and analyzing a weighted graph composed with the 
feedback as nodes and the cosine measure of similarity between documents as weight 
of the edge. In [8] it is proposed to build a graph using sentences and relationships 
between them. The problem of automatic detection of sentiment sentences from the 
text is solved by searching the minimum cut in the graph.

Since graph models play a key role in the social network analysis, various algo-
rithms have been developed for their analysis. Some of them could be applied to the 
problem considered in this paper. For example, in [3, 4] the various algorithms of ran-
dom walks (in particular, PageRank) are adapted to the graph constructed on the 
basis of eXtended WordNet [5] to rank the sentiment polarity of words. 

3. Methodology

As shown in [6], coordinating conjunctions, connecting coordinate adjectives 
and adverbs convey the relation of the polarity of the connected words. As a rule, 
copulative conjunctions are placed between words that have the same polarity («Tasty 
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and healthy Breakfast”), and the adversative conjunctions are placed between words 
with nearly opposite sentiment (“Cheap but nice hotel”).

These relations between the word sentiments allow to build a weighted graph 
whose nodes are the adjectives and edges are connections between them, labeled with 
the number of sentences with the words connected either by the copulative or adver-
sative conjunction.

Analysis of the obtained graph permits to evaluate the “positivity” or “negativ-
ity” of words, which are its nodes: the better the node is connected with other “posi-
tive” nodes and the worse with the “negative”, the more positive it is.

Thus, the algorithm for constructing the sentiment dictionary consists of two 
main stages, described below: building the graph of connections between words and 
its processing.

3.1. Constructing the graph

As described above, we construct the graph using adjectives as nodes. The edges 
are copulative and adversative relations between them. To build such edges, we ex-
tract coordinate adjectives from the texts and consider connections between them. 
The adjectives are coordinate if they are consistent in their gender, number and case, 
and satisfy the template

(ADV | NEG) ∗ ADJ(, ? (AND | BUT)? (ADV | NEG) ∗ ADJ) +, 

𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡(𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑1,𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑2) = #(𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑1𝐴𝐴𝐴𝐴𝐴𝐴 𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑2) − 𝐾𝐾 ∗ #(𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑1𝐵𝐵𝐵𝐵𝐵𝐵 𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑2), 

where AND is the conjunction “and”, BUT is one of adversative conjunctions (“but”, 
“instead”, “however”, “nevertheless “), NEG is a negation, ADV is an adverb of mea-
sure and degree (“very”, “quite”, “too”, “completely”) and ADJ is an adjective.

The sentiment link was formed for each pair of the selected coordinate adjec-
tives (either positive or negative depending on the conjunction). This link is neces-
sary to calculate the weight of an edge. For example, for the phrase “Tasty, plentiful 
but not very varied and expensive breakfast” three positive links are produced: (tasty, 
plentiful), (tasty, varied), (plentiful and varied); and three negative links are: (tasty, 
expensive), (plentiful, expensive), (varied, expensive).

To determine the part of speech and word forms we use the morphological analyzer 
of the Russian language Mystem1 [9]. Mystem works on the basis of the dictionary and nor-
malizes words into the primary form, and also processes their grammatical information. 
For words missing in the dictionary, Mystem performs a hypothetical analysis of words. 

In case the negation comes before the adjective, an orientation of connection be-
tween words reversed. For example, in the sentence “The pool is large, but not very 
deep”, the adjectives “large” and “deep” will have a positive connection, meaning the 
sentiment coincidence, although they are connected by the adversative conjunction 
«but». Similarly, by processing the phrase “Delicious and not expensive food”, “delicious” 
and “expensive” will have a negative connection and therefore obtain opposite polarity.

1    https://tech.yandex.ru/mystem/
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Since we analyzed the feedback of Internet users, not literary texts, it is nec-
essary to consider not only the punctuation rules of the Russian language, but also 
the most common (though erroneous) forms. So, for example, people sometimes miss 
a comma, even if grammar rules require to use it: a comma between coordinate adjec-
tives, a comma before “but” or between repeated conjunctions “and”, so the template 
should not be very strict.

Good 
(хороший)

Pleasant 
(приятный)

Free 
(бесплатный)

Big 
(большой)1486; -40

6; 0

Unpleasant 
(неприятный)

Good 
(хороший)

Pleasant 
(приятный)

Free 
(бесплатный)

Big 
(большой)1556; -113

6; 0

fig. 1. A fragment of the graph without removal the “un-” prefixes

Good 
(хороший)

Pleasant 
(приятный)

Free 
(бесплатный)

Big 
(большой)1486; -40

6; 0

Unpleasant 
(неприятный)

Good 
(хороший)

Pleasant 
(приятный)

Free 
(бесплатный)

Big 
(большой)1556; -113

6; 0

fig. 2. A fragment of the graph with removal the “un-” prefixes
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3.1.1. Particle “not” and the prefix “un-”
Apart from the fact that negation can be expressed by a free-standing particle “not”, 

it can appear in the prefix form “un-” with adjective. For example, “not very pleasant”, 
“unpleasant” and even “not pleasant”, by and large, represent the same negation of the 
adjective “pleasant”. So we analyzed how the negative prefix “un-” affects the sentiment 
adjective. For this purpose, we have implemented and compared two approaches. The first 
approach is to consider such adjectives (for example “unpleasant” and “pleasant”) as two 
different nodes of the graph. The second one is to separate the prefix “un-” if it is possible 
(i.e. the word without the prefix is identifiable by Mystem) and consider it as a negative par-
ticle “not”, that is, the adjective “unpleasant” is equated with the phrase “not pleasant” and, 
hence, we do not have to create a special node for the word “unpleasant”. Fig. 1 and 2 pres-
ent fragments of the graphs built without and with removal the “un-“ prefix respectively.

3.2. Graph processing

The next stage is to split the previously obtained graph into two clusters: the posi-
tive set and the negative one. To do this, we initialize the positive and the negative sets 
and iteratively add one by one the non-assigned nodes to each of these sets. The can-
didate node is added into the nearest set (“positive” or “negative”). The candidates are 
the nodes with at least one edge connected with these sets. After adding a node into the 
set, all its neighbors that have not yet been assigned are added to the set of candidates 
and the distances between the candidate node and the final sets are recalculated. 

3.3. Initialization

It is possible to initialize the positive and negative sets according to the fact that the 
sentiment polarity of certain words is obvious regardless of the context and domain area.

Therefore, the initial set of “positive” words contains such apparently positive 
adjectives like “good”, “excellent”, “wonderful”, “lovely”, “best”, but “negative” words set 
consist of negative adjectives “bad”, “awful”, “disgusting”, “worst”, “poor”.

3.3.1. Weight of the graph edges
In the course of the graph construction, a pair of numbers is assigned to every 

edge—the number of positive and negative connections. The question is how to calcu-
late the weight of edges using these numbers. The weight of edges can be calculated us-
ing these numbers as a basic difference, as arbitrary linear combination or a nonlinear 
function. In our experiments, we calculate the edge weight according to the formula

(ADV | NEG) ∗ ADJ(, ? (AND | BUT)? (ADV | NEG) ∗ ADJ) +, 

𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡(𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑1,𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑2) = #(𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑1𝐴𝐴𝐴𝐴𝐴𝐴 𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑2) − 𝐾𝐾 ∗ #(𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑1𝐵𝐵𝐵𝐵𝐵𝐵 𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑2), 

where K is the coefficient of the adversative conjunctions relevance (the num-
ber of negative connections is much less than the number of positive connections, 
so we give greater weight to the first ones).
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3.3.2. Distance to the final set
A similar problem arises—when calculating the distance between the candidate 

node and each of the final sets. Multiple edges of different weights can connect the 
node with the set. Is one “heavy” edge better than a lot of “light” edges? The node may 
have edges connected with the opposite set. We compared the following most com-
mon intuitive techniques for distance calculation.

3.3.3. The heaviest edge
The distance between the node and the set is the weight of the heaviest edge 

connecting each other.

3.3.4. The sum of the weights of edges
The edge weight is the sum of the edge weights connecting with the considered 

set, subtracted by the sum of weights of the edges connected with the opposite set.

4. Description of experiments

The algorithms’ input was supplied with 259,023 depersonalized unlabeled hotel 
reviews. The size of the dataset was 660 Mb. The reviews were about different hotels 
over the world. As long as the texts were written by real users, they contained a lot 
of misspellings and grammatical errors and informal words. As a rule, these reviews 
described hotel location, rooms, staff, meal and beaches, but a lot of texts contained 
unrelated information concerning flight, excursions, places of interest etc.

In order to evaluate precision of the proposed algorithms on all the data available 
we have manually labeled all the adjectives extracted by the algorithms into three 
classes: positive, negative, and neutral. So we obtained “large” dictionaries of posi-
tive, negative, and neutral words consisting of 970, 1,000 and 2,591 words respec-
tively. These dictionaries were used for the precision evaluation, because after pro-
cessing by the algorithm each word resulted in being placed into one of the “large” 
dictionaries. In this case we calculated not only classical precision, but also a precision 
of separation positive words from negative ones. For this propose, we discarded all 
words contained in the “large” neutral dictionary from the result, since the detection 
of neutral words is actually a separate challenge [1, 8], and then calculated a classical 
precision. Table 1 contains sizes of “large” dictionaries as well as the resulting diction-
aries for the algorithm with and without removing the “un-” prefixes.

table 1. Sizes of the “large” dictionaries and result dictionaries

Positive Negative Neutral Total

Algorithm without removing the “un-” prefix 5,252 2,815 — 8,067
Algorithm after removing the “un-” prefix 4,936 2,695 — 7,631
“Large” dictionary 1,948 1,946 4,951 8,845
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Because of the large amount of input data, a human assessment is impossible, 
so recall was estimated by using “manual” dictionaries. For this purpose, we manu-
ally labeled 500 random reviews from the input data. Every occurring adjective was 
labeled as positive or negative depending on its sentiment polarity in the review. Thus 
we compiled “manual” dictionaries of positive and negative words, consisting of 173 
and 127 words respectively, for recall estimation. Since these 500 reviews were se-
lected randomly, and adjective distribution over the reviews is considered to be uni-
form, we can assume the sample as unbiased, and therefore, the recall calculated for 
these 500 reviews is a good approximation for the recall of all data. To estimate recall 
for positive dictionary we calculated what part of words from “manual” positive dic-
tionary occurs in the positive dictionary generated by the algorithm, the same was 
done for the negative dictionaries. Table 2 contains sizes of “manual” dictionaries and 
sizes of the intersections of “manual” and result dictionaries for both algorithms.

table 2. Sizes of the “manual” dictionaries and “small” result dictionaries obtained 
as the intersection of the result dictionaries and corresponding “manual” dictionaries

Positive 
dictionary

Negative 
dictionary Total

“Manual” dictionary 173 127 300
Algorithm without “un-” prefix removing 164 74 238
Algorithm with “un-” prefix removing 163 83 246

To study the rate of dictionary degradation and relationship between the result 
quality and the stop point we built a plot of Precision@n, where Precision@n is a pre-
cision of the top n words from each dictionary.

In addition, to explore the dependence of the dictionary quality on the impor-
tance coefficient of negative edges K we built a plot of the F1-measure for different 
values of parameter K.

5. Results

Tables 3 and 4 contain the results of the algorithms without and with removing 
the «un-» prefix respectively.

table 3. The result of the algorithm without removing the “un-” prefix

Metric
Positive 
dictionary

Negative 
dictionary

Total 
dictionary

Recall 0.806 0.684 0.754
Precision 0.309 0.521 0.381
Precision without neutral words 0.770 0.827 0.796
F1-measure 0.447 0.591 0.506
F1-measure without neutral words 0.788 0.749 0.774
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table 4. The results of the algorithm after removing the “un-” prefix

Metric
Positive 
dictionary

Negative 
dictionary

Total 
dictionary

Recall 0.793 0.683 0.746
Precision 0.314 0.502 0.380
Precision without neutral words 0.779 0.820 0.799
F1-measure 0.450 0.579 0.504
F1-measure without neutral words 0.786 0.745 0.772

Fig. 3 and 4 present plots of Precision@n for positive and negative dictionaries, 
obtained as a result of processing all reviews, respectively. It is easy to see that the dic-
tionaries start degrading very quickly due to the inclusion of neutral words, however, 
degradation of the filtered dictionaries, containing sentiment words only, is much 
slower. We should notice that removing the “un-” prefix does not affect the plot behav-
ior much, if neutral words are taken into account, while for the filtered dictionaries 
it gives a significant increase in precision especially for the positive dictionary.
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fig. 3. Plot of Precision@n for the positive dictionary
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prefixes without neutral words

fig. 4. Plot of Precision@n for negative dictionary

Fig. 5 and 6 present the plots of dependence of F1-measure with and without 
neutral words on the parameter K for positive and negative dictionaries. Fig. 7 and 8 
contain a scatter plot of recall (the x-axis) and precision (y-axis) with different values 
of K from 1 to 10 (the points are marked with corresponding parameter values).
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6. Conclusion

This work describes an unsupervised method for building dictionaries of senti-
ment adjectives based on the analysis of unlabeled reviews from chosen domain. For 
this propose, we consider and analyze a graph, built using adjectives from the text 
as the nodes and the syntactic relations between them as edges. To separate the ad-
jectives into positive and negative sets, this graph is split into two clusters using the 
initial set of «universal» adjectives, whose sentiment polarity does not depend on the 
chosen domain or context. The paper provides a comparison of several implementa-
tions of algorithms for graph constructing and analyzing. These algorithms ensure 
the construction of dictionaries with 79.9% precision and 75.4% recall.

We considered hotel reviews in Russian language as data for our experiments. 
The described method is applied to unlabeled texts, and thus input corpus for the 
algorithm can be formed automatically (e.g., using a crawler), without human assess-
ment. This allows to use this algorithm for an arbitrary domain. Furthermore, this 
approach can be applied to texts in other languages, as its implementation requires 
only a morphological analyzer, a list of copulative and adversative conjunctions, and 
initial set of “universal” sentiment words.
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