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Goals 

1. Parsing is reliable now. What can we 
systematically do with parse trees in 
applications such as search, classification, 
recommendation? 

2. How can search engineers take advantage of 
linguistic processing (for text similarity 
assessment) and machine learning  in a 
plug&play mode? 

3. Parse trees are for sentences. How can we apply 
machine learning  to paragraphs of text? 

4. No keywords please. 
 



Outline 

1. Problem and motivations 

2. Search Application 

3. Introducing Parse Thicket 

4. From simple relations between words in 
sentences to Rhetoric Structures 

5. Generalization operation 

6. Evaluation 

 



Why Parse Thickets 

ÅTo represent a linguistic structure of a paragraph of 
text based on parse trees for each sentence of this 
paragraph. 

ÅWe will refer to the sequence of parse trees 
extended by a number of arcs for inter-sentence 
relations between nodes for words as Parse Thicket 
(PT).  

ÅA PT is a graph which includes parse trees for each 
sentence, as well as additional arcs for inter-
sentence relationship between parse tree nodes for 
words. 

 



What are we going to do with Parse 
Thickets 

 
ÅExtend the operation of least general generalization 

(unification of logic formula) towards structural 
representations of paragraph of texts 

ÅDefine the operation of generalization of text 
paragraphs to assess similarity between portions of 
text.  

ÅUse of generalization for similarity assessment is 
inspired by structured approaches to machine learning 
versus unstructured, statistical where similarity is 
measured by a distance in feature space (Moschitti et 
al) 



Applications 

ÅText analysis application such as search, 
classification, categorization, and content 
generation  

ÅMachine Learning of parse trees is used at 
eBay and other content portals for search and 
content processing, where text similarity 
assessment is required 



UI for 
entertainment 
product search 

Searching for events 
relevant to Facebook 
posting ΩL ǿŀƴǘ ǘƻ Ǝƻ ǘƻ 
[ŀŘȅ DŀƎŀ Ψ.ƻǊƴ ¢Ƙƛǎ ²ŀȅΩΣ 
and  who wants her gigs 
ǎǘƻǇǇŜŘΚΩ 



Analysis of coreferences is required to 
index a document for search properly 

Å ¢ŜȄǘ ŦƻǊ ƛƴŘŜȄƛƴƎмΥ Χ ¢ǳōŜǊŎǳƭƻǎƛǎ ƛǎ ŀ ƭǳƴƎ ŘƛǎŜŀǎŜΦ Lǘ ƛǎ ŎǳǊŜŘ ōȅ ŘƻŎǘƻǊǎ ǎǇŜŎƛŀƭƛȊƛƴƎ 
in pulmonology.  
 

Å Question: Which specialist doctor should treat my tuberculosis? 
  
Å ¢ŜȄǘ ŦƻǊ ƛƴŘŜȄƛƴƎнΥ Χ ¢ǳōŜǊŎǳƭƻǎƛǎ ƛǎ ŀ ƭǳƴƎ ŘƛǎŜŀǎŜΧ tǳƭƳƻƴƻƭƻƎȅ ǎǇŜŎƛŀƭƛǎǘ WƻƴŜǎ 

was awarded a prize for curing a special form of disease.  
  
Å Question: Which specialist doctor should treat my tuberculosis? 
 
In the first case, establishing coreference link ¢ǳōŜǊŎǳƭƻǎƛǎ Ҧ ŘƛǎŜŀǎŜ Ҧ ƛǎ ŎǳǊŜŘ ōȅ 
doctors pulmonologists helps to match these entities with the ones from the question.  
In the second case this portion of text does not serve as a relevant answer to the 
question, although it includes keywords from this question.  
Hence at indexing time, keywords should be chained not just by their occurrence in 
individual sentences, but additionally on the basis of coreferences.  
 



Modern search engines do not do well 
when a query needs to be matched 

across multiple sentences 

ÅNo answer 
includes 
ΨǇǳƭƳƻƴƻƭƻƎƛǎǘΩ 



What happens if we match 

keywords not phrases 



If we specify ñstring phrasesò a 

search engine is doing a little 

better 



Now we compare linguistic 

phrase search and regular 

SOLR search 

Linguistic phrase is not a string phrase query 
άΧέΦ ¢ƘŜǊŜ ŀǊŜ ƴƻǳƴ ǇƘǊŀǎŜǎΣ ǾŜǊō ǇƘǊŀǎŜǎΣ 
prepositional phrases, and others 
 
SOLR search takes into account term frequency, 
inverse document frequency, and the number 
of words between keywords in the document 



Similarity = common part among parse 
trees 



Keyword 
search 

 



Phrase 
(natural 

language) 
search 



Similarity between two paragraphs of text 

ÅBaseline: bag-of-words approach, which 
computes the set of common keywords/n-
grams and their frequencies.  

ÅPair-wise matching: we will apply syntactic 
generalization to each pair of sentences, and 
sum up the resultant commonalities. This 
technique has been developed in our previous 
work. 

ÅParagraph-paragraph match. 

 



Finding similarity between two 

paragraphs 

"Iran refuses to accept the UN proposal to end the dispute over work on 
nuclear weapons", 
"UN nuclear watchdog passes a resolution condemning Iran for developing a 
second uranium enrichment site in secret", 
"A recent IAEA report presented diagrams that suggested Iran was secretly 
working on nuclear weapons", 
"Iran envoy says its nuclear development is for peaceful purpose, and the 
material evidence against it has been fabricated by the US", 
 ^ 
"UN passes a resolution condemning the work of Iran on nuclear weapons, in 
spite of Iran claims that its nuclear research is for peaceful purpose", 
"Envoy of Iran to IAEA proceeds with the dispute over its nuclear program and 
develops an enrichment site in secret", 
"Iran confirms that the evidence of its nuclear weapons program is fabricated 
by the US and proceeds with the second uranium enrichment site" 



Keywords: topic with no details 

Iran, UN, proposal, dispute, nuclear, 
weapons, passes, resolution, developing, 
enrichment, site, secret, condemning, 
second, uranium  
 



Improvement: pair-wise 

generalization 

[NN-work IN-* IN-on JJ-nuclear NNS-weapons ],   [DT-the 
NN-dispute IN-over JJ-nuclear NNS-* ] ,  [VBZ-passes DT-a 
NN-resolution ],   
[VBG-condemning NNP-iran IN-* ],    
[VBG-developing DT-* NN-enrichment NN-site IN-in NN-
secret ]],  
 [DT-* JJ-second NN-uranium NN-enrichment NN-site ]],  
 [VBZ-is IN-for JJ-peaceful NN-purpose ],    
[DT-the NN-evidence IN-* PRP-it ],   [VBN-* VBN-
fabricated IN-by DT-the NNP-us ] 
 



Pair-wise vs. Parse thicket 

 [NN-Iran VBG-developing DT-* NN-enrichment NN-site IN-in NN-secret ] 
[NN-generalization-<UN/nuclear watchdog> * VB-pass NN-resolution VBG 
condemning NN- Iran] 
[NN-generalization-<Iran/envoy of Iran> Communicative_action  DT-the NN-
dispute IN-over JJ-nuclear NNS-*  
[Communicative_action - NN-work  IN-of NN-Iran IN-on JJ-nuclear NNS-
weapons] 
[NN-generalization <Iran/envoy to UN>  Communicative_action  NN-Iran NN-
nuclear NN-* VBZ-is IN-for JJ-peaceful NN-purpose ],    
Communicative_action - NN-generalize <work/develop>  IN-of NN-Iran IN-on 
JJ-nuclear NNS-weapons]* 
[NN-generalization <Iran/envoy to UN>  Communicative_action  NN-evidence 
IN-against NN Iran NN-nuclear   VBN-fabricated IN-by DT-the NNP-us ] 
condemn^proceed [enrichment site] <leads to>  suggest^condemn [ work Iran 
nuclear weapon ] 
 



Parse thicket 

ÅSyntactic parse trees 

ÅLinks between words from different sentences 

ïAnaphora 

ïSame entity 

ïHyponym/Hyperonym 

ïRhetoric Structure Theory (RST) [Mann]  

ïSpeech Act Theory (communicative actions, CA) 
[Searle] 

 

 










