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1. Introduction

The paper describes tagging Russian texts with collocate Lexical Functions, espe-
cially the process of work, some results and possible uses in linguistics and education.
The work is being done for the last two and a half years in the Laboratory of Computa-
tional Linguistics, Kharkevich Institute For Information Transmission Problems, RAS.

1.1. Concept of collocate lexical functions

Collocate Lexical Functions (LFs) are certain meanings which can be expressed
by different lexemes of the given language, the choice among them being deter-
mined not only by the meaning itself, but also by the keyword (argument) with re-
gard to which this general meaning is expressed. For example the value of LF MAGN
(‘a high degree of what is denoted by X’) is HEAVY for noun FOG (heavy fog) and
GRAVE for noun DISEASE (grave disease).

Besides this idiomaticity within the given language (different values for different
arguments) the values of LFs are often idiomatic between two different languages,
thus the English adjective HEAVY in heavy fog is the value of LF MAGN for the noun
FOG, but it is not a translation for Russian I'YCTOH (literally ‘dense, thick’) which
is the value of LF MAGN for the Russian noun TYMAH in 2ycmoil mymat (‘heavy fog’).

The apparatus of LFs was proposed in [1,2] alongside with the list of presumably
universal LFs meanings which are expressed in non-trivial way in combination with the
keywords, such as ‘high degree’ (MAGN), ‘good’ (BON), ‘right’ (VER), ‘opposite’ (ANTI),
‘existence’ (FUNC), ‘beginning’ (INCEP), ‘end’ (FIN), ‘causation’ (CAUS), ‘liquidation’
(LIQU), ‘normal use’ (REAL), ‘normal functioning’ (FACT), ‘manifestation’ (MANIF) etc.

1.2. Processing of LFs in ETAP

In multipurpose linguistic processor ETAP-3 developed in the Laboratory
of Computational Linguistics of Kharkevich Institute For Information Transmission
Problems, RAS, LF-information is recorded in special zone of combinatorial diction-
ary. This information is used for lexical and syntactic ambiguity resolution in analysis
and for improvement of quality of translation, as well as for automatic paraphrasing.
There is a special block of rules for identification LFs, which process syntactic tree
structure of each sentence. For more information on ETAP-3 system and the use of LFs
in this system see [3-5] and [6-7] respectively.

2. Appearance and techniques of LF-tagging
Analysis of LF-collocations is carried out for phrases already tagged morphologi-

cally and syntactically. Syntactic tagging of Russian texts is being done in the Laboratory
of Computational Libguistics already for several years. These syntactically tagged texts
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form an integral part of Russian National Corpus. The lexico-grammatical search in these
texts is available at http://www.ruscorpora.ru/search-syntax.html. Syntactically anno-
tated corpus contains about 45 000 sentences from fiction and journalistic texts.

Each sentence of the corpus is represented with its syntactic tree structure,
where each word forming its node is provided with full set of morphological features,
and the links are marked with the names of syntactic relations. Such a view of syn-
tactic structure of the sentence goes back to "Meaning < Text" theory by Melchuk
and Zholkovsky [see 1 and 2]. The procedure of syntactic tagging is semi-automatic:
at first morphological analyzer and syntactic parser of ETAP-3 make up the syntactic
tree structure of the sentence [more on tagging scheme and tools for corpus creation
see 8 and 9]. Then a trained linguist checks and if necessary manually corrects the
result of machine analysis. See below the morphologically and syntactically anno-
tated sentence — the result of semi-automatic procedure described above:

I Edit Structure [_ O[]
Fle Edi

Toeem ADV AP

no-(0r 201 ]

TOrg -neee e B ELL MY RO HENOCT

nonenTs, < S EA MY PO HEOL
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wecTEm: @ & MH BUH HEOT
\ l Cou-coman A0 ABHBUH HEG],
Bop ,  MH M¥H BUH HEG/L,

Fig. 1. Syntactic structure of Russian sentence: «To eCTb 0 TOrO MOMEHTA,
Korga B CTpaHe OenCTBUTENBHO ByOET BO3MOXHO MPOBECTU YECTHbBIE
1 cBOBOOHbIE BHIGOPLI» (‘That is till the moment when it'll be really possible
to hold honest and free elections in the country’)

The LF-analysis of sentences is also done semi-automatically: syntactically and
morphologically tagged sentence (already checked by a linguist) is put into LF-ana-
lyzer. This analyzer uses the information assigned to lexemes in LF-zones of Russian
combinatorial dictionary in ETAP, and also the rules of recognition of LF-phrases (i.e.
phrase which consists of an argument of certain LF and its value) in the text.

The rules of LF-recognition were created for machine translation and automatic
paraphrasing. These rules define syntactic conditions for establishing LF-link between
the argument and the value of certain LF.

For example, despite the presence of the record for LF MAGN:KPEITKW in LF-
zone of article 3/IOPOBBE in Russian combinatorial dictionary, the LF-link is not
set between adjective KPEITKMH (‘firm’) and noun 3/JOPOBBE (‘health’) in coordi-
nate phrase kpenkuti con u omauuHoe 30opogse (‘sound sleep and perfect health’).
Adjective KPEITKHM is used here as value of LF MAGN but of another noun, namely
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COH (‘sleep’). Correct automatic recognition is possible here due to the absence
of syntactic links, specific for adjectival LFs, between adjective KPEIIKMI and
noun 3/IOPOBBE (see examples of such syntactic contexts below in part 3).

For the purpose of LF-tagging, these rules underwent some technical changes.
In addition, the format of presenting LF-information in tagged texts was elaborated.
This format in the form present on Fig. 2 was elaborated by members of the Labora-
tory V. G. Sizov and V. V. Petrochenkov.

The result of automatic LF-analysis of each sentence was checked and if nec-
essary corrected and supplemented by linguists. See below on Fig. 2 one example
of LF-structure marked for one Russian sentence. One can see LF-collocations: LOC —
6 cmpate (‘in the country’), OPER1 — nposecmu 8bt60pst (‘hold elections’) u VER —
yecmHbsle 8bl60pbt (‘honest elections’):

I Edit Structure [_1O[x]
File Edt GoTo
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“ \ Wiz cons
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Fig. 2. Syntactic and LF-structure of Russian sentence: «To eCTb A0 TOro
MOMEHTa, KOorJa B cTpaHe AeNCTBUTENBHO OyAeT BO3MOXHO NPOBECTA
4eCTHble 1 cBOOOAHbIE BLIOOPLI» (‘That is till the moment when it'll be really
possible to hold honest and free elections in the country’)

Results of LF-tagging are now available in the Laboratory, but they are also ex-
pected to be available on-line.

3. Principles of LF-tagging

All phrases which can be described in terms of standard LFs are marked in the
process of tagging. For the list of standard LFs see for example work [10].

As already mentioned above, the information about LF-collocations is recorded
in LF-zone of the combinatorial dictionary in ETAP-3 system. Syntactic conditions for
identifying LF-phrases are described in ETAP-3 in the rules of LF-recognition. These
rules (and these conditions) are composed in terms of syntactic links. For example,
for LF MAGN (and other adjectival LFs) for nominal arguments possible contexts are
the following:
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* attributive phrase: kpenkoe 30oposse (‘sound health’);

* nominal clause: 30opossve kpenko (‘the health is sound’);

» phrases with copulative verbs: 30o0pogse 6bL10 (ka3anocs, Mo20 6bims) Kpenkum
(‘the health was (seemed, could be) sound’);

* and so forth.

All phrases found in these contexts are marked in the tagged sentences.

The cases are not marked and not recognized automatically when it is necessary
for establishing correct LF-link to set correct anaphoric relations between sentences
or within one sentence. For example, in sentence 30opoese He docmagum npob.iem,
nomomy umo oHo 6ydem kpenkum (‘The health won’t cause any problems because
it will be sound’) LF-link between noun 3/JOPOBEE (‘health’) and adjective KPEITIKMI
(‘sound’) won’t be marked.

Cases are not marked when incorrect or nonstandard values of LFs are used in text.
For example, the phrase onniauusarom nanozu (‘(they) pay for taxes’) is incorrect. The
verb OITJTAYMBATS (‘pay for’) is used in the sense of LF REAL1-M (“To do with regard
to X that which is normally expected of P1’) instead of the correct value of LF REALI1-
M for HAJIOT (‘tax’) — IIJIATUTH (‘pay’). The correct phrase is naamsam Hanozu
(‘(they) pay taxes’). In this case the phrase onsauusarom Hanozu is not tagged as LF-
phrase. Also the phrase npoussodums eausinue (‘produce influence’) is not tagged
as LF-phrase, because in the sense of LF OPER1 (‘To do X, to have X or to be in the state
X’) for the noun BJIMAHUE (‘influence’) the verb ITIPOM3BOAUTH (‘produce’) is used
incorrectly instead of the correct value OKA3BIBATbH (‘exert’). The phrase niomHo
nodcenu, nonstandard phrase used in the text in the sense of ‘become strongly depen-
dent on’ is also not marked as LF-phrase, though adverb ITJIOTHO here could be inter-
preted here as value of LF MAGN (‘high degree’). Decision not to include this phrase
into the results of tagging was made due to the fact that the verb [TOZICAXKVIBATbCS
in the sense ‘become dependent’ is not the lexeme of the literary language.

Another cases excluded from LF-tagging are LF-phrases with arguments that are
phrases and not single lexemes. For example the phrases npudepicusamscs mouku
3penus or umems mouky 3perus (‘hold to or have the point of view’) are not tagged
as LF-phrases, though the verbs [TIPUZIEP2KVBATBHC (‘hold to’) and UMETbH (‘have’)
are values of LF OPER1 (‘To do X, to have X or to be in the state X’) for an argument
TOYKA 3PEHUA (‘point of view’).

The question of including values of LFs determined by pragmatic component
of arguments’ meaning in LF-tagging is under discussion. For example, in the phrase
samsaxcHas soiina (‘protracted war’) the adjective 3ATSXKHOM (‘protracted’) could
be interpreted as the value of LF MAGN (‘high degree’) for the component DURATION
which is not a part of the meaning of the noun BOMHA (‘war’).

4. Results of LF-tagging

The main result of the work is the corpus of 4300. The corpus which was ex-
amined contains journalistic texts having from twenty to more than two hundred
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sentences each. Sentences, containing LF-collocations, make up approximately one
third of all analyzed sentences (about 4300 sentences). These sentences contain about
5500 LF-collocations. Some additional information about quantities of LFs in corpus
is given below. It should be noticed, however, that due to relatively small amount
of current LF-corpus, it is now unreasonable to jump to almost any substantial lin-
guistic conclusions on basis of this information: for example, the fact that the phrase
6 noHedenvHuk has 24 occurrences in corpus, whereas 6 namnuuy has 11 occurrences,
doesn’t mean that the first phrase is twice more common in Russian. The data below
is given only to provide more detailed view of the corpus.

The most frequent LF in the corpus is LOC (‘A preposition denoting the normal
spatial or temporal localization of something with regard to X’, more than 1800 occur-
rences). Here are the most frequent collocations with this LF in corpus (see in brack-
ets the number of occurrences for each of these collocations in corpus): 8 zody (250),
8 Poccuu (172), 8 cmpane (121), 8o spems (109), 8 Mockse (48), 8 mupe (47), 8 wkosne
(41), Ha puike (31), 8 2opode (28), 8 cepe (28), Ha meppumopuu (27).

The most frequent verbal LF is LF OPER1 (‘To do X, to have X or to be in the state
X’, about 950 occurrences). The most frequent arguments of this LF are the following
(see in brackets values of this LF for each argument and the number of occurrences):
PEMIEHVE (ITPUHUMATbB/BBIHOCUTD, 34), BBIBOJ (AEJIATH/TTPUXOJUTH K,
29), POJIb (UT'PATD, 27), UCCJIEJJOBAHUE (ITPOBOJUThL/BECTH, 27), BHHMA-
HUE (OBPAIIIATD, 25).

There are some other verbal LFs present in corpus relatively frequently: FUNCO
(X exists or is taking place’, 191 occurence), CAUSFUNCO (‘To cause X to happen or to ex-
ist’, 188 occurrences), INCEPOPER1 (‘To start to do X, to have X or to be in the state X,
154 occurrences). See below the most frequent arguments of these LSs in corpus:

FUNCO: PEYb (UATHU, 36), [IPOIIECC (UJTU/ITPOXOJUTD, 15), BO3-
MOXXHOCTbB (BbITh/CYIIECTBOBATH, 13), [IPOBJIEMA (MMETbCA/CYIIE-
CTBOBATD, 8).

CAUSFUNCO: 3AIAYA (CTABUTD, 13), PE3YJIETAT (JOCTUTATD/TIOIYYATD,
13), UTOT (TIOJIBOUTb, 7), TAMSATHUK (YCTAHABJIMBATb/BO3/IBUTATb, 7),
®UJIbM (CHUMATYE, 6).

INCEPOPER1: 3HAHUE (ITPMIOBPETATBH/IIOJIYYATH, 8), MTHOOPMAIINA
(COBUPATL/TIONIYYATD, 7), BJIACTb (IIOJIYYATB/ITPUXOAUTH K, 6), ZEHBI'V
(BAPABATLIBATD, 6), IVUITJIOM (TTOJIYYATD, 6), PABOTA (HAUMHATD, 6).

The most frequent adjectival LF is MAGN (‘a large degree or a high intensity
of X’, 522 occurrences). The most frequent arguments with this LF are: YPOBEHb
(BBICOKMIA, 14), POCT (BbICTPBIM/CTPEMUTEJBbHBIN, 12), PACTU (BBICTPO/
CTPEMUTEJILHO, 11), BU3HEC (BOJIBIIION/KPYITHBIH, 10), 3APTIJIATA (BBICO-
KUI/BOJIBIION, 9), 3HATbH (XOPOLLIO,/ TBEPZIO, 8), I3BECTHBIH (XOPOIIIO, 6),
KOJIMYECTBO (BOJIBIIIOMN, 6), TIOHMMATD (XOPOIIIO/ICHO, 6).

For the purpose of additional illustration some sentences are given below from one
of the texts in corpus, namely «PacciabpTech 1 Hacaaxgaitech (Relax and Enjoy)»,
by Yevgeny Grigoryevich Yasin, from the newspaper “Trud” of the 22nd of September
2008. This text contains 48 sentences, of which only 19 with LF-phrases. For each of the
sentences the picture of syntactic and LF-structure (or its fragment) is given.
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Sentence 1 (see Fig. 3)

The sentence contains three LF-collocations:

HEJIEJIA, LOC: HA,

KPH3UC, INCEPFUNCO (‘X starts to exist or to be taking place”): PA3BPAJKATBHCA],
[TPOTHO3, OPER1: JIABATbD.

Y COB WHD

14. NPHYHHA

% S WH 3EH BUH HECA
) [ 15. PABPAIKATBEA | ' COB MRM4 MPOLL E MY POA
———————————————————————————————————————————————————— PR 3EPO
————————————————————————————————————————————————————————————————————————————————————— (Corpen 01 [ 17.MPOLINLIA | 4 Ef HEH TP
----------------------------------------------------------------------- ; S EJ HEH 1P HEOS,
..................................... . 5 Ef MYHE PO,

e - | [ 20. OHHAHCOBBIR | 4 E0 My POA

....................... 21. KPH3NC | 5 EAQ MYALPOLHEOL

_____ COMJ

.................. % lm\ v COB WH® é@
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, 24.NPOTHO3 S MH MY BIAH HEQS
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, P

-------------------------------------------------------------------------------- (pean10 =p| 26 BYLYINEE | S E[ CPEJ BUHHEOS

------------------------- INCEPFLINCT

Fig. 3. Syntactic and LF-structure of the sentence: «C ceroaHsiHero aHs
"Toyn" Ha4MHaeT NyOAnKaumio CTaTen M3BECTHBIX 3KCNEPTOB, KOTOPLIX Mbl
NONPOCUNN PA3bACHUTL MPUYKHLI pa3pa3uBLLUEerocs Ha NpoLLon Hepene
MWPOBOrO PUHAHCOBOrO KpU3nuca 11 Aatb NPOrHo3bl Ha Oyayllee»
(fragment)

Sentence 4 (see Fig.4)

The sentence contains two LF-collocations:
PBIHOK, LOC: HA,

CJIBUT, FUNCO: ITPOMICXO/IUTh.
Sentence 5 (see Fig. 5 and 6)

The sentence contains three LF-collocations:
[IOJBEM, FUNCO: HAUMHATBCS,
PBIHOK, LOC: HA,

HAITPAXEHMWE, CAUSFUNCO: BBI3bIBATD.
Sentence 43 (see Fig. 7)

The sentence contains one LF-collocation:

JIOXOZTHOCTbh, ANTIMAGN (‘a small degree of X’): HU3KI.
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Sentence 44 (see Fig. 8)

The sentence contains one LF-collocation:
JOJIT, INCEPOPER1: BJIE3ATH B.

Ml Edit Structure H[=1E3
File Edit GoTo

Kpmnc ———————— npeawk.0d 1. KPH3NC SEL MYHD M HEOH CAP
M PR
RN . W el AELMYHTP
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rpean 10 3| 5 PBIHOK | SEQ MY P HECH

8. TNYBMHHBIA | & MH TBOP

S MH MY TBOP HEC A,

S
11, IPOUCXOOHTL % HECOB W3bAB HEMPOLU MH 3-1 kY

MEHBOBGE N AE[HEHTP
DEOBIOMEIKE - - < = = - === - == % o oo S Efl KEH MP HEOO
Fig. 4. Syntactic and LF-structure of the sentence: «Kpusuc Ha Hallem

(OOHO0BOM pbIHKE CBS13aH C M1yOVHHLIMM CABUraMm, KOTOPbIE
MPOUCXOANAT CeNyac B M1UPOBOV 9KOHOMMKE»

INCEPFLINCO

2. HAYMHATBLCA | % COB MPIAY NPOLLEJD MYHD K
R A Pkt

s oA 22 4. JOBONEHO1 | 2DV 3EPOD
S.BABHO | DV

npeguk.01 6. MOJBEM1 SED MY MM HEOT
\mm S E[LPHEH PO, HEG
................................. S EL MYH POJ, HEDJ CAP
B m 5 EJ] KEH POJ, HEQS C2
oo [0 ]

©O04-COMEH. 10

Fig. 5. Syntactic and LF-structure of the sentence: «Bo-nepsbiX, Ha4aBLUIUIACS
yXe A0BOSIbHO AaBHO NOABEM 3KOHOMUKM Kutasa, VIHAWW 1 Opyrinx
Pa3BMBAIOLLXCA CTPAH YCUI KOHKYPEHLIMIO Ha PbIHKAX Pa3BUTbIX CTPaH
1 BbI3BAJI TaM ONpeneneHHoe HanpshkeHue Vi C paboTown, 1 C A0X0odamMm»
(fragment 1)
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:)-) 14. YCHNMBATE | % COB M3BAB NPOLW EA MYHC MY

rermpea | ™ Towonnnd1 | 15 KOHKYPEHUMA | S EJ HEH BMH HEGS,

S MH M¥H{ NP HECO

--------------------------------------------------------------------------- (Grweant | 16. PASBHTBIA | A MH PO
—————————————————————————————————————————————————————————————— [ S WH 3EH POJ} HEOJ,

CAUSFUNCO

............................................. > ADV 3ERO

. YRR onpeA D1 23, OMPEBENATE | v COB TR MY MPOLL EJ} CREA EMH

REHME === mm e meseeesneeeeeseeen e e oo o 11 ]ﬁ\ SEl| CPEJ} BUHHEDS

--------------------------------------------------------------------------------------------------- :-)coamoc { cooTHoo.10 ) COMJ
25 C3 PR

Fig. 6. Syntactic and LF-structure of the sentence: «<Bo-nepBbix, Ha4aBLUUIACSA yXe
[0BOJIBHO AGBHO NOABbEM 3KOHOMUKM KiTad, IHAWM U ApYriX pasBuBaIOLLIMXCS
CTPaH yCun KOHKYPEHUMIO Ha PbIHKAX Da3BUTbIX CTPAH V1 BbI3Bas TaM
onpeaeneHHoe HanpsHkeHue 1 ¢ paboTon, 1 ¢ goxoaamn» (fragment 2)

M Edit Structure [— O[]
Fie Edt GoTo

Eem¢ - 1.ECTH | COMJCAP
[ TRU A I b nogH-carar A0 2. MOBEWATE | % COB M3BAB HEMPOLL MH 2-1 N4

FR

T A S
IBIAECOBEIE - - - mnm oo m e N orpea.01 4. WHHAHCOBBIA | A MH BMH HEOQ

S MH M¥H BMH HEO O,

i

P T DY 3EPO

AOXORHOCTE -~ : S EJl HEH MM HEOZ
oxax-cerca-o-) Y COB M3bAB HENPOWER-3-N N4
o

Fig. 7. Syntactic and LF-structure of the sentence: «Ecnu nobexunte
Ha GVHAHCOBLIE PBIHKK, TO TaM JOXOAHOCTb OKXETCH HUXE>

I Edit Structure =] E3
File Edit GoTo

2 MOBEKATE | * COB M3BAB HENPOLU MH 2-N MY

............................. i cond
T
¥ COB M3 BAB HEMPOLL MH 2-71 M4
B _ PR 3EPO
. S WH MY BIH HEOQ,

Fig. 8. Syntactic and LF-structure of the sentence: «Ecnu nobexure
nokynaTb HEABMKMMOCTb, TO TOMIbKO BAIe3eTe B JONru»
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4.1. Additional results. Improvements in ETAP-3 system

In the course of work some inaccuracies in description of not widespread syntac-
tic constructions in rules of LF-recognition in ETAP-3 were revealed and corrected.
Due to mass work with the texts, the LF-zones of both Russian and English combinato-
rial dictionaries of ETAP-3 were widened considerably. For more detailed description
of changes in ETAP-3 see [11].

5. Perspectives and possible uses

The LF-tagging is still in progress. At the same time a new program for LF-search
in texts is being elaborated. There is a program in Laboratory enabling LF-search
in texts, but operating this program requires the knowledge of ways to record linguis-
tic data in ETAP.

The new program is expected to let every user concerned to set and to solve differ-
ent linguistic problems related to LFs. It is worth mentioning that search in LF-corpus
will differ from search of collocations in corpora without syntactic and LF-tagging (see,
for example, two dictionaries [12] and [13] published in the Internet in 2008). Search
of Lf-collocations gives an opportunity to search not only adjacent words in certain types
of phrases (such as NV, i.e. noun + verb, or VN, i.e. verb + noun, or VAN, i.e. verb + ad-
jective + noun), but also phrases with free word order and long distances between words.

Collected corpus can be also used in education. See below several examples
of possible uses of corpus in each of the two ways.

5.1. Questions about use of LF-phrases in texts

1) It is obvious that the same LF often has several values for the same argument.
For example, the noun MHEHUE (‘opinion’) has the values of LF OPER1: UMETb
(‘have’) and TTPUJEPXKVIBATBCS (‘hold to’). It is now possible to investigate the in-
fluence of lexical and syntactic environment on the choice of one of the two aforemen-
tioned variants. Here are some other examples for phrase with different values for the
same LF and the same argument: npogodums ucciedogaHue vs. gecmu ucciedo8aHue
(‘conduct research’); docmueams pezynsmama vs. noayuams pedyasmam (‘obtain
result’); npoeodums 3kcnepumeHm VS. CMAgumMd IKCNEPUMEHM VS. Npou3eooums
IKCNepuUMeHm VS. 8eCmu KCrnepumeHm vs. npodesibieams skcnepumenm (‘to carry out
or conduct or perform or run experiment’).

1.1) The same task can be set also for a class of arguments. For example, the
same question seems to be sensible for values of LF FUNC2: JIOCTUT'ATbH (‘reach’),
PABHATBHCA (‘equal’), COCTABJIATH (‘make up’) for nouns denoting parameters:
CKOPOCTbB, BBICOTA, PASMEP and so on.
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2) It is well known that LFs can be used in paraphrasing. Special block of para-
phrasing rules works in ETAP-3 system [see 6-7]. If the corpus with tagged LF-
phrases is available the use of paraphrases can be investigated. For example, what
are the differences that determine the choice between phrases nauan ucnstmsieams
so3oeticmsue (‘started to be influenced’) vs. nonan nod so3deiicmsue (‘became in-
fluenced”), that is Hauan (‘began’) + OPERI1 X vs. INCEPOPERI X. Another example
of such paraphrases is ucnsimsteams dasnerue (‘experience pressure’) vs. 6bims noo
dassieruem (‘be under pressure’), i.e. OPER2 X vs. copula + ADV2 X. One more exam-
ple: He+LF (‘not’) vs. ANTILF (where LF is the value of any adjectival or some verbal
LFs), cf. mednennoe dsuncerue (‘slow motion’) vs. Hebbicmpoe dsuxcerue (‘not quick
motion’), that is ANTIMAGN X vs. HeMAGN X (‘not MAGN X’).

3) There appears an opportunity to observe stylistic (or some other) peculiarities
of the texts with more or less LF-phrases.

5.2. Uses of texts with LF-tagging for educational purpose

1) For students of Russian language the corpus may be used as a source of exer-
cises for studying LF-collocations. For example, it is quite easy to pick out of corpus
some sentences for the tasks like the following: — “fill the gap, marked with asterisks
in the following sentence

Eepocoio3 Ha MuHysuell HedeJie NPONUCAJL e8P0 padukaibHoe JieteHue: Hado ***
owubky, donyujeHHyto 8 1999 200y npu 88edeHUU eOUHOTL 8ANHOMbL.

with one of the verbs: YIVUIIINTD, IOYNHUTH, ICITPABUTDH”.

(The correct answer is ucnpagums).

The translation of the sentence is: ‘Last weak the European Union prescribed
euro curative treatment: it is necessary to correct the mistake made in 1999 in the
time of creating the single currency’.

To make such exercises it is enough to pick out of the corpus sentences with LFs
and put asterisks instead of values of LF.

2) For students of linguistics, studying the theory of LFs the same sentences may
be a source of another two types of exercises:

a) “identify the name of LF in boldface phrase

Eepocoi3 Ha muHysulell Hedesle NPONuUcAN e8pO pAOUKANbHOe JleueHue: HAdo
ucnpasums owubky, donywerHyt e 1999 200y npu sgedeHuu eduHoll santomst”.

(The correct answer is REAL1-M).

b) “fill the gap, marked with asterisks in the following sentence with value
of LF REAL1-M for the boldface argument

Eepocoi3 Ha MuHysuLell HedeJle NPONUCAJL e8P0 padukanbHoe JieueHue: Hado ***
owubky, donyueHHyt 8 1999 200y npu 8gedeHuu eduHoll anromst”.

(The correct answer is ucnpagums).
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