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EXPLOITING DISTRIBUTIONAL SIMILARITY 
FOR LEXICAL ACQUISITION
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Lexical acquisition has been dubbed the bottleneck of large scale robust 
natural language processing applications for at least two decades. There 
is now a substantial body of research dedicated to this important subfi eld 
of computational linguistics. Since the 1990s, researchers have turned 
to corpora for automatic lexical acquisition, rather than rely on extraction 
from existing online lexical resources. This allows for coverage of new do-
mains, genres and languages without existing resources and where avail-
able resources do not provide suffi  cient coverage or require tailoring to the 
specifi c text type. A large body of lexical acquisition from corpora uses dis-
tributional similarity whereby the similarity between two words is calculated 
from the extent that the words have similar contexts of occurrence. Distri-
butional similarity approaches are used for smoothing unseen events using 
data from seen events. They are also used as an approximation of semantic 
similarity since there is a strong tendency for words that exhibit similar dis-
tributional behaviour to share in their underlying semantics. This paper pro-
vides a summary of research that I, along with various collaborators, have 
conducted using distributional similarity to automatically acquire sense 
frequency information, selectional preferences and estimates of semantic 
non-compositionality of putative multiwords.

Key words: lexical acquisition, distributional similarity, NLP, semantic 
similarity

1. Introduction

Automatic lexical acquisition has received considerable interest for the past 
twenty years and more since without it computational linguistic systems simply will 
not scale and due to the emphasis on the lexicon as the appropriate repository for 
the majority of linguistic information (Gazdar, 1996). The focus quickly shifted from 
acquisition from electronic resources to acquisition from corpora since it was felt that 
this would avoid the errors and lack of coverage that beset man made resources. Ex-
traction from corpora furthermore allows acquisition to languages and tailoring to do-
mains which are not covered, or are poorly served by pre existing resources. Corpora 
also provide the much needed frequency information that is the backbone of compu-
tational linguistics systems, which since the 1990s are invariably statistical. That said, 
corpus approaches suffer from errors that arise in automatic processing of naturally 
occurring data and are dependent on suffi cient language data of the appropriate type 
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being available in electronic form. Neither approach provides a panacea and many 
solutions are found in hybrid approaches (Klavans and Resnik, 1996).

One major area of research in automatic acquisition from corpora has been the 
use of distributional similarity. In distributional similarity approaches, words are rep-
resented by the contexts that they occur in and the frequency of occurrence in these 
contexts. A vector capturing this information can be used directly for representation 
and a measure of distributional similarity is used to compare the representation of one 
word with that of another. Automatic distributional “thesauruses” can be produced 
from this data. In these thesauruses, a word entry is listed with other words that 
have the most distributional contexts in common with the target word. Distributional 
similarity can be applied to linguistic phrases beyond the lexical level (Mitchell and 
Lapata, 2008) however in this paper, we focus on the application to lexical acquisition.

Lexical acquisition encompasses a wide variety of different areas of linguistics: 
phonology, morphology, syntax and semantics. Certain aspects that relate to prag-
matics are also beginning to receive attention, such as the widespread interest in sen-
timent. Topics that have been particularly prevalent have been the acquisition of word 
senses and information associated with specifi c senses such as collocations, subcat-
egorisation (predicate argument structure), selectional restrictions or preferences 
(for parsing and semantic role labelling), and multiwords. In this paper I provide 
an overview of some of my research in lexical acquisition in the last decade focus-
ing particularly on work exploiting distributional thesauruses. I will focus the paper 
on acquisition of word sense frequency information and non-compositionality detec-
tion of putative multiwords.

1.1. Distributional similarity

Distributional similarity is an approach which uses statistics concerning the 
contexts of occurrence of words and determines the similarity between two words 
given this information. A word is represented by a vector of values, usually frequency 
values, from a corpus and each dimension of the vector represents a particular con-
text. The defi nition of context varies considerably. It can be a document, a specifi ed 
grammatical relation or within a window of words around the target. Distributional 
similarity uses these vectors and calculates a similarity score designed to measure 
the similarity between the vectors. The distributional similarity score can be used for 
smoothing statistical models. In such an approach, seen information occurring with 
a word is used for a rarer or unseen word that is related to the more frequent word 
by distributional similarity. It can also used as an approximation of semantic similar-
ity since there is a strong tendency for words that exhibit similar distributional behav-
iour to share in their underlying semantics. To this end the vectors have been used 
for semantic representation in vector space models (Schütze, 1998). The similarity 
score can also be used to produce a “distributional thesaurus” by ranking other words 
in terms of their similarity to the target word and the top K (where K is a threshold 
such as 10 or 50) words are provided in rank order as the nearest neighbours to the 
target word along with the distributional similarity score used to rank them.
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There are many different distributional similarity measures (see Weeds (2003) 
for a survey). Though we have used various measures in our work (Weeds et al., 
2004; McCarthy and Navigli, 2009), we have predominantly used the measure pro-
posed by Lin (1998) and found it to perform well on our tasks. As a rule, we have 
used the grammatical relations output from RASP (Briscoe and Carroll, 2002) 
as our contexts, though we have also observed good results with proximity relations 
(McCarthy et. al., 2007) which bodes well for applying the methods to data without 
a suitable parser.

2. Word sense frequency acquisition

Words have different meanings and we expect our computational models to re-
fl ect this. Naturally, we therefore expect to represent different meanings in the lexi-
con somehow, and in doing so it is necessary to have an automatic method of as-
sociating the word forms in natural language data with the senses in the lexicon. 
Such automatic methods fall under the rubric of word sense disambiguation. Word 
sense frequency information is arguably the most important information for this 
enterprise.

Word sense disambiguation is performed using clues such as collocations and 
domain information which can be automatically acquired from training data where 
the target senses have been marked up by human annotators, or from existing re-
sources, or automatically from corpora. The best performing word sense disam-
biguation methods however rely on a very simple heuristic to supplement informa-
tion from the context. This is known as the fi rst (or most frequent) sense heuristic. 
The fi rst sense heuristic is particularly powerful (Navigli, 2009) and particularly 
so when the contextual evidence is weak and when the entropy is low, that is the 
sense frequency distribution for a given word is particularly skewed. Of course 
contextual evidence is required to disambiguate words effectively, nevertheless, 
in many typical texts there is a strong tendency for the same sense to occur through-
out a discourse (Gale et al., 1992) . McCarthy et al. (2004) proposed a method to au-
tomatically determine the most likely sense given a particular corpus as training 
data and a predefi ned inventory of senses. Researchers had been using predomi-
nant sense information for many years but what was new in this work is that sense 
predominance could be estimated from corpus data that had not been annotated 
by hand. Manually tagging a corpus with word senses is a laborious and costly pro-
cess (Ng, 1997). The use of an “unsupervised” system that did not require manually 
labelled training data meant that not only was the technique applicable to a lan-
guage without a handtagged corpus (Iida et al., 2008), but also that the method can 
be applied to corpus data from a given domain which will give more appropriate 
sense frequency information compared to using a general purpose resource, at least 
for words that are salient to that domain (Koeling et al., 2005).

In this paper, we give a brief overview of the method and some of our main fi nd-
ings. For a full account of the method and results, please see McCarthy et al. (2007) 
and the various references in this paper.
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2.1. Method

The approach fi rst reported in McCarthy et al. (2004) works as follows. Given 
a listing of word senses from an inventory such as WordNet (1998), we calculate a rank-
ing score over those senses. As an example, take the noun tie. In WordNet (version 3.0) 
there are in fact 9 senses, but if we use just the fi rst three for this example we have

1.  necktie, tie — (neckwear consisting of a long narrow piece of material worn 
(mostly by men) under a collar and tied in knot at the front; “he stood in front 
of the mirror tightening his necktie”; “he wore a vest and tie”)

2.  affi liation, association, tie, tie-up — (a social or business relationship; 
“a valuable fi nancial affi liation”; “he was sorry he had to sever his ties with 
other members of the team”; “many close associations with England”)

3.  tie — (equality of score in a contest)

When we applied the Lin (1998) distributional similarity score to data from the 
British National Corpus (Leech, 1992) parsed with RASP, we observe the following 
top 10 neighbours with their corresponding distributional similarity scores used for 
ranking shown in parenthesis:

BNC: 
links (0.165) shirt (0.162) scarf (0.152) jacket (0.142) bond (0.130) match (0.128) 
trousers (0.126) link (0.125) collar (0.125) dress (0.121)1

We can intuitively see that while the neighbours refl ect different senses of tie, 
there are more that relate to the necktie sense. To calculate the ranking score for each 
sense, we take each distributional similarity score of each neighbour and allocate a pro-
portion of it to each of the three senses. We do this such that the proportion is refl ected 
in the semantic similarity between the sense and that neighbour. Neighbours are 
words and so may have multiple senses. To calculate the semantic similarity between 
a sense and a neighbour the algorithm picks whichever sense of the neighbour maxi-
mises the semantic similarity to the target word. The calculation for semantic similar-
ity depends on what sense inventory we have. For our work with WordNet, we tried 
various measures from the WordNet Similarity Package (Patwardhan and Pedersen, 
2003). The JCN (Jiang and Conrath, 1997) and Lesk (Lesk, 1986) proved to perform 
well. The JCN uses the hypernym structure of WordNet to estimate semantic similarity 
while Lesk uses the overlap of dictionary defi nitions. Lesk is therefore useful in many 
cases where a sense inventory is like a standard dictionary with defi nitions but without 
the semantic relationships encoded in WordNet. The method produces a score for each 
sense by summing the distributional similarity scores (0.165 0.162 etc.) each multi-
plied by a weight for that sense and that neighbour where the weight is the maximum 
semantic similarity (JCN for example) between that sense and any of the senses of that 
neighbour. Thus for a sense (s) of a word (w) the calculation is as follows:

1 We use only the top 10 neighbours here for the sake of brevity.
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Where distsim represents the distributional similarity between w and the neigh-
bour of w at rank i. jcn is the semantic similarity measure that weights the contribu-
tion from this neighbour according to its semantic similarity with s.

Thus, while there are neighbours obtained from the BNC related to different 
senses, the majority here are most strongly related (intuitively and by measuring with 
JCN) to the fi rst necktie sense of tie.

Although we can get this information from sense tagged texts such as SemCor (Miller 
et al. 1993), the sense distributions will naturally vary in different domains. We can see 
this by looking at domain specifi c data we (Koeling et al., 2005) collected from the Re-
uters Corpus (Rose et al., 2002) in fi nance and sport. The top 10 neighbours of tie are:

Finance: 
relation (0.329) links (0.247) relationship (0.232) cooperation (0.228) contact 
(0.142) partnership (0.141) trade (0.137) role (0.133) integration (0.133) fi -
nances (0.132)

Sport: 
qualifi er (0.191) match (0.174) clash (0.150) round (0.135) semifi nal (0.132) se-
ries (0.129) fi xture (0.125) matchup (0.120) encounter (0.120) win (0.116)

The majority of neighbours in Finance are most strongly associated with the af-
fi liation sense of tie, whereas those from Sport are most strongly associated with the 
third equality of score sense.

2.2. Further work

In addition to the various studies with corpus data that has been classifi ed for 
domain manually, we have also demonstrated that we can apply this method success-
fully where the corpus data needed for training our models has been marked up for 
domain automatically and also where the input data itself is likewise annotated auto-
matically (Koeling et al., 2007) .

As well as adaptation to different domains, we (Iida et al., 2008) have also ap-
plied our method to another language, Japanese, and show that where a diction-
ary does not have the structure that WordNet does, then we can use the Lesk score. 
We also propose an adapted Lesk score which uses distributional similarity to refi ne 
the overlap measure between the defi nition of a sense to be ranked and the senses 
of the neighbours. Rather than summing the exact matches between any of the words 
occurring in the two defi nitions, we use the sum of the distributional similarity scores 
of the words in the paired defi nitions where words that are present in both get the 
maximum distributional similarity score of 1. This has the effect of coping with sparse 
data to give a more productive overlap method.
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Another aspect of our more recent work is to use the sense ranking for word 
sense disambiguation, i. e. taking account the context rather than simply applying the 
top ranking sense irrespective of context. As well as automatically detecting the do-
main (Koeling et al., 2007; Koeling and McCarthy, 2007), we have used the ranking 
score to estimate the entropy of the sense distribution to better gauge when the pre-
dominant sense heuristic will be more powerful, because the distribution is skewed, 
or when the distribution is fl atter and it is more important to look for contextual evi-
dence (Jin et al., 2009). We have obtained modest improvements using the grammati-
cal relation in the target sentence to help determine which neighbours, and therefore 
sense, is more relevant in the context (Koeling and McCarthy, 2008).We have also 
recently used the sense ranking information to help in initialising domain specifi c 
graphical methods for word sense disambiguation (Reddy et al., 2010). Accuracy 
improves by 11 percentage points when domain specifi c sense ranking information 
is used.

3. Non-compositionality detection of putative multiwords

A crucial aspect of lexical acquisition is to determine exactly which entries should 
be stored in the lexicon. Nevertheless, I and various collaborators have been develop-
ing acquisition methods that aim to detect cases of semantic non-compositionality be-
cause ultimately such techniques could be used to determine the boundaries of what 
entries go in the lexicon and what stays out.

Multiwords have received considerable attention in computational linguistics 
over the past decade and particularly since the seminal paper by Sag et al. (2002). 
There has been a series of ten workshops run at the main international computational 
linguistics conferences in the last decade focusing on various aspects of computa-
tional representation, handling and application of multiwords. One important and 
reoccurring issue is the diffi culty of a precise defi nition to make a clear boundary 
between what is and what it not a multiword. Coverage of multiwords in man made 
lexicons varies considerably for this very reason and also because of their abundance 
and the fact that multiword neoglisms are coined all the time. There are many reasons 
why the boundaries vary, but for many purposes there is some level of idiosyncratic 
behaviour. This might be syntactic, for example wine and dine, or pragmatic, for ex-
ample good morning2, but in most cases we care about semantic non-compositionality 
which may give rise to other types of idiosyncratic behaviour. In addition to organisa-
tion of some of the multiword expression workshops and a journal special issue, my in-
volvement in this area has been in automatic methods for detecting compositionality, 
or the lack of it, on the grounds that this will help determine the boundaries of what 
should be stored in the lexicon.

My research has focused on English and has emphasised the fact that com-
positionality is on a continuum. In McCarthy et al. (2003) we conducted experi-
ments contrasting distributional similarity of the phrasals and the constituent verbs 

2 I am indebted to Timothy Baldwin for these examples.
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to determine the extent that putative phrasal verbs (such as blow up and eat up) are 
compositional. In McCarthy et al. (2007) we conducted experiments on verb-object 
combinations, such as (draw breath and light cigarette). We again used distributional 
similarity, but this time rather than comparing the distributional profi le of constitu-
ents to that of the whole phrase we used the nearest neighbours for modelling the 
selectional preference of the verb and then determine if the object was prototypical 
as an argument or not. If the object is not semantically related, using distributional 
similarity as a proxy for semantic similarity, to the typical objects seen with that verb 
then this is an indication of non-compositionality. We use preference strength directly 
to measure this. The next two subsections give a little more detail on these two works 
but we refer the interested reader to the papers cited for further details.

3.1. Detecting compositionality of phrasal verbs

For these experiments, we were interested in estimating the semantic composi-
tionality of phrasal verbs which had been found by the RASP parser. We investigate 
various measures which compare the nearest neighbours of the verb constituent (e. g. 
eat) with the phrasal verb (e. g. eat up) or which scrutinize the list of nearest neigh-
bours of the phrasal for occurrence of the constituents, or which combine both these 
approaches. More specifi cally the methods were:

• overlap: overlap of the top K neighbours of the phrasal and the constituent verb.3

• Sameparticle: the number of neighbours in the top 500 of the phrasal containing 
the same particle, for example nibble up has the same particle as eat up.

• Sampleparticle-simplex : as for Sameparticle but where we deduct the num-
ber containing the same particle which occurred in the simplex (constituent) 
verb's neighbours (the neighbours of eat).

• Simplexasneighbour: whether the simplex verb (eat) occurs in the top 50 nearest 
neighbours of the phrasal.

• Rankofsimplex: the rank of the simplex in the top 500 neighbours
• Scoreofsimple: the distributional similarity score of the simplex in the top 500 

neighbours of the phrasal
• OverlapS: the overlap in the top K neighbours of the phrasal with those of the 

constituent verb's neighbours but where we remove all particles from the phras-
al's neighbours (so for example, nibble up would become nibble).

We experimented with data from the BNC using Lin's measure of distributional 
similarity. We evaluated our methods by ranking a list of candidate phrasals according 
to these measures and correlating them using Spearman's rho with a gold-standard. 
We created the gold-standard by asking a set of three human annotators how composi-
tional the candidate phrase was on a scale of 0–10 (idiomatic — fully compositional). 
Correlation was highest and highly signifi cant for sameparticle, sameparticle-simplex 
and for the overlapS when using 30 or 50 neighbours. An interesting fi nding was that 

3 We experimented with different values of K, 30, 50, 100, 500.
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statistics often used for multiword detection, such as Chi-squared, the log-likelihood 
ratio (Dunning, 1993) and pointwise mutual information (Church and Hanks, 1991) 
gave much lower, though signifi cant, correlations. Phrasal frequency was not even 
signifi cantly correlated.

3.2. Using Distributional Similarity for detecting compositionality 
of verb-object pairs

In this work, we used the dataset of verb-direct object pairs provided by Ven-
katapathy and Joshi (2005) which contained compositionality judgments on a scale 
following McCarthy et al (2003). This time, rather than use the distributional similar-
ity neighbours for comparison of the constituents to the whole, we used them to build 
selectional preference models to estimate the preference strength of the verb for the 
given object. It is assumed that a weak preference for a particular direct object would 
indicate that the particular verb and object combination does not exhibit the normal 
semantic behaviour of the verb, and that this combination is non-compositional. For 
example, in the expressions I'll eat my hat, the direct object hat is not prototypical 
of the types of object we usually see with eat and our model should indicate this. 
We use a measure of selectional preference strength as an estimate of compositionality.

One issue for selectional preference acquisition is that it is acquired from auto-
matically parsed data and multiwords are present in such data. Indeed selectional 
preference acquisition was one of our main motivations for detecting compositionality 
of multiwords in the fi rst place (McCarthy et al. 2003). To avoid this problem we con-
trasted standard WordNet models (Li and Abe, 1998) which use direct object token in-
stances from the training data to determine the classes, with type based models which 
use word types rather than tokens. We proposed both WordNet and distributional 
similarity type based models and contrasted these with the traditional token based 
models. Traditional token based models, such as (Resnik, 1993; Li and Abe, 1998) 
use direct object data for a given verb to populate the WordNet noun hierarchy with 
frequencies and obtain a probability distribution over WordNet classes. Our WordNet 
type based models use word types to determine the classes used for representation, 
rather than tokens, before then calculating the probability distribution using the to-
kens. Only if there are several types of a semantic class does the model include that 
class. For example, though eat hat might be reasonably frequent in a corpus, the type 
based models would not retain the probability under a clothing class simply because 
there are no other word types to support the use of that class in the model, whereas for 
wear hat that would not be the case due to the occurrence of words such as coat, scarf 
and dress which are semantically related. Furthermore, in these type based models 
we disambiguate an object that occurs at (directly or by virtue of hypernymy) several 
WordNet classes by assigning it to the class with the maximum number of types in the 
object data.

We contrasted the type based WordNet models with type based distributional mod-
els that use distributional similarity to group the objects in the training data into “classes”. 
In these distributional similarity models the classes are a subset of the objects selected 
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automatically so as to maximise4 the inclusion of the object types from the training data 
for this verb in the top K neighbours. The training data for each verb was obtained from 
the direct objects detected for that verb from RASP parses of the BNC. The probability 
distribution associated with each class is then estimated using the frequency of the ob-
jects occurring as distributional neighbours (in the top K) to these words representing the 
classes. Where an object occurs as a neighbour of multiple words selected as classes, the 
class selected will be that which has the maximum number of object types as neighbours. 
A portion of the model acquired for the direct object slot of park is shown in table 1.

We compared these three types of model on the subset of the Venkatapathy and 
Joshi dataset that contained common nouns as objects (rather than adjectives, pro-
nouns and complements). All models produced signifi cant results. The type based 
WordNet models outperformed the token based models but were themselves outper-
formed by the models that used distributional similarity for the

Table 1. A portion of the distributional similarity selectional preference for the 
direct object of the verb 'park'

Class (probability) Disambiguated objects (frequency)

van (0.86) car (174) van (11) vehicle (8) . . .
mile (0.05) street (5) distance (4) mile (1) . . .
yard (0.03) corner (4) lane (3) door (1)

Classes without requiring a manually constructed resource like WordNet. This 
is an encouraging result as it means that the method can be applied to a language 
without such a resource.

The methods also outperformed the individual features that Venkatapathy had 
used on the same portion of the data. These features included vector space models 
(Baldwin et al., 2003), pointwise mutual information and an existing method for de-
tecting compositionality using distributional similarity to fi nd non productive com-
binations (Lin, 1999). The best results were obtained when using the distributional 
similarity selectional preferences combined with some of these other features. This 
demonstrates that while the selectional preferences are useful features for non-com-
positionality detection of verb-object multiwords, no one approach is a panacea.

3.3. Further work

We (Reddy et al., 2011) are currently engaged in further work to examine com-
positionality judgments of humans in more detail by considering not only judgments 
for the phrase as a whole, but also for the individual constituents. We are developing 
distributional similarity methods that likewise compare the distributional profi le (the 
vector containing contexts of occurrence) of the constituent words with the vector for 

4 We use a greedy algorithm.
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the whole phrase combined also with the distributional similarity between models 
of a composition of the constituent vectors and the vector for the whole phrase. The 
composition vector representations use both additional and multiplication composi-
tion functions over the constituent vectors (Mitchell and Lapata, 2008). Furthermore 
we refi ne the constituent vectors, inspired by Erk and Pado (2010) by considering only 
the contexts that are shared by both constituents but not including the contexts occur-
ring with the candidate multiword.

4. Conclusions and future directions

In this paper, I have given a summary of research I have conducted, along with 
various collaborators, in exploiting distributional similarity for lexical acquisition. 
I have focused this paper on work on sense ranking and on compositionality detection 
for multiwords. The compositionality detection itself involved use of distributional 
similarity models for acquiring selectional preferences. There are others using dis-
tributional similarity for selectional preference acquisition (Erk, 2007) and we look 
forward to trying out these models for new purposes, such as automatic detection 
of diathesis alternations where previously we used token based WordNet models (Mc-
Carthy, 2000).

Another direction for research has been the representation of sense using distri-
butional similarity. There are several strands of such research (Panel and Lin, 2002; 
Erk and McCarthy 2009). I am particularly interested in alternative ways of annotat-
ing and evaluating distributional models of semantics using paraphrases (McCarthy 
and Navigli, 2009; McCarthy et al., 2010), translations (Mihalcea et al. 2010) and 
usage similarity judgments (Erk et al., 2009). I have been examining the relationships 
between these different types of annotations (McCarthy, 2011).
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