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CuHTaKCcM4Yecknii aHanu3 SBNSIETCHS OAHMM U3 KJIIOYEBbIX KOMMOHEH-
TOB B GOMbLUIOM KONMYECTBE 3a4a4 aBToMaTu4eckon o6paboTkmn TEKCTOB
Ha ecTecTBEeHHOM f3blke. PelleHne 3apadqn NOCTPOEHUs OepeBbEB 3a-
BUCMMOCTE HEOOXOANMMO AOCTATOYHO LUMPOKOMY KPYry CUCTEM MallUH-
HOro NepeBoja, aBTOMATMYECKOro CMHTE3a M pacrno3HaBaHUs peyn 1 np.
B cTaTbe na3noxeH MeTon aBTOMATUYECKOr0 MOCTPOEHUS CUHTAKCUYECKMX
[epeBbeB Ha ocHoBe rpadosoro (graph-based) nooxopa. Mbel npegna-
raeM [0CTaToO4HO MPOCTYyi0 AJs peanu3aunn BepOoSITHOCTHYIO MOAENb,
asnsowytocs mogmubunkaumein padoTol [3]. Haw noaxos coctonT B 3aMeHe
cTaTucTuyecko cyMmmbl (partition function) HekoTopbiM NpUBAMXEHUEM,
He yXyALlaloLWwmMm Ka4eCTBO anropmTMa 1 CyLLLeCTBEHHO CHUXAIOLLMM CIIOX-
HOCTb BblYMCNEHN. POAEMOHCTPUPOBAHO, YTO yKa3aHHbI MeTO, MOXeT
ObITb YyCMEeLWHO NPUMEHEH K CUHTaKCUYECKOMY aHann3dy HauMOHaNbHOro
Kopnyca pycckoro sisblka SynTagRus. Mony4yeHHas TOYHOCTb anroputMma
(no UAS) npeBoCXoAMUT CyLLECTBYIOLLME aHaNoru.

KnioueBblie cnoBa: cuHTakcuieckuii aHanna, rpacdoBblii noaxon, SynTagRus,
rpadunyeckme mogenm
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Dependency parsingis one of the key componentsin alarge number of tasks
of automatic processing of natural language texts. Effective dependency
tree construction can be applied to a wide variety of machine translation
systems, automatic speech synthesis and recognition, and so forth. Graph-
based approach in dependency parsing proved to be efficient for morpho-
logically rich languages due to its possibility to deal with non-projective
dependency trees and flexible word order. Usually graph-based methods
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enable to perform probabilistic analysis over distribution on the set of syn-
tax trees. In some NLP tasks it is not required to present a full syntactic
parsing (in particular, to set labels on the edges of the tree). It is enough
to find a parent for a given token. In this case, the graph-based approach
is more appropriate because the likelihood that a token is an ancestor of the
other, can be calculated by the explicit formula.

We consider a task of automatic syntax tree construction with applica-
tion to Russian language corpus SynTagRus. We propose a novel technique
which enables to reduce time costs for training and doesn’t affect resulting
accuracy. Experiments show that our algorithm outperforms existing ana-
logues on SynTagRus in UAS (unlabeled attachment score) measure (per-
centage of correctly identified unmarked dependencies).

Key words: syntax parsing, graph-based approach, SynTagRus, dependency
parsing

1. Introduction

Dependency parsing is one of the key components in a large number of tasks
of automatic processing of natural language texts. An automatic construction of syn-
tactic trees can be applied to a wide variety systems of machine translation, automatic
speech synthesis and recognition.

Existing methods of dependency parsing can be divided into two fairly large
groups: transition-based and graph-based approaches [4]. The first is based on the
construction of a finite state automaton. Tokens of the sentence are sequentially fed
to the algorithm after which the automaton transfers to a new state and corrects syn-
tax tree. One popular example of this approach is MaltParser, which has been success-
fully applied to the analysis of many languages with complex morphology, in particu-
lar for the Russian language [7, 8].

Graph-based approach is based on a discriminative probabilistic model of de-
pendencies between tokens of the sentence. Its popular implementation is MSTParser
[5]. The advantage of graph-based approach towards a transition-based parsing is the
capability of non-projective trees construction without any processing.

Usually graph-based methods enable to perform probabilistic analysis over dis-
tribution on the set of syntax trees. In some NLP tasks it is not required to present a full
syntactic parsing (in particular, to set labels on the edges of the tree). It is enough
to find a parent for a given token. In this case, the graph-based approach is more ap-
propriate because the likelihood that a token is an ancestor of the other, can be calcu-
lated by the explicit formula [3].

We propose a simple for implementation probability model on the basis of graph-
based approach which is a modification of [3]. The approach is based on the replacement
of the partition function with its approximation which doesn’t affect the performance
of the algorithm and reduces computation costs. Out algorithm can be successfully ap-
plied to Russian language corpus SynTagRus. The accuracy of the resulting classifier
outperforms existing analogues in UAS (unlabeled attachment score) measure [7, 8].



Graph-Based Approach in the Dependency Parsing Task for Russian Language

2. Model Description

Dependency tree T of the sentence x = {x;}/\_; consisting of N tokens X, is an ori-
ented graph-tree which nodes correspond to x and one outstanding node without in-
coming edges is called root r(T). Denote the set of all dependency trees of sentence
x by T (x). The problem is to construct the most appropriate syntax tree T € T (x) for
a given sentence x. Everywhere below for simplicity we identify each token with its
index in the sentence i.

The following probability model was suggested by [3]. For each pair of tokens
(h, m), h # m (h—head, m—modifier) we construct a set of features f, (for example,
f,  can contain parts of speech of h and m, distance between them or lemmas of their
neighbours) and calculate its pairwise potential

Whpm = exp Z ¢ | (8¢ € R are parameters of the model)

f€fhm

measuring the rate of dependence between h and m. Also for each token m we con-
struct a set of features f_and calculate single potential

Wom = exp Z 0r

fefm

(index 0 expresses fictitious node-root). The weight w(t) of dependency parsing tree T
is defined by
w(T) = worr) 1_[ Whm,

(h,m)EE(T)
where r(T) is the tree root, and E(T) is the set of all edges of T. The probability of the
tree P(T|x) is a normalized weight

w(T
P(T|x) = %,where Zy = Z w(T) is its partition function D
0 TET(x)
Having trained model the most appropriate dependecy tree can be found using
Eisner [2] or Chu-Liu-Edmonds algorithms [1].
The parameters of the model {6} are fitted on the training corpus using maxi-

mum likelihood method. Applying matrix tree theorem [9] we get that Z, is equal
to the determinant of the matrix [3]

Wo1 Wo2 Wo3 Won
—Wa1 z Wiz —Wsy3 —Wan
L

—W31 —Wsz Z Wiz —Wsy
L

—Wn1 —Wn2 —Wn3 Z Wiy
L
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Therefore the most computationally difficult problem is to calculate logarithm
of partition function (1) and its gradient. To deal with this obstacle we use 2 technical
tricks (see appendix for proof)

1. Replace Z with the sum over all oriented graphs

7, = 1_[ (1 + whp) @
(h.m):hzm
0<hsN
o<msN
2. Replace Z, with the sum over all functional graphs (oriented graph is func-
tional if number of input edges equals 1 for each node in the graph
N
2=l v o

m=1 (hm):h+m
0<hsN

Application of (2) and (3) sufficiently reduces computational complexity during
training and doesn’t decrease accuracy of the resulting algorithm as experiments show.

3. Results

The experiments were carried out on the SynTagRus corpus [7]. We used differ-
ent combinations of parts of speech, words and lemmas as features. Let pos(h) be a part
of speech of token h; also denoted by morph(h) its full morphological label; lemma(h)—
its lemma; token(h)—its token and dist(h,m)—distance between tokens h and m. In the
following table we present the list of the most significant features used in our model

Features for w hm Features for w hm
pos(h) + pos(m) pos(h)

morph(h) + morph(m) token(h)

token(h) + pos(m) lemma(h)

pos(h) + token(m) morph(h)

lemma(h) + pos(m)
pos(h) + lemma(m)
“head="+ pos(h)
“modifier="+ pos(m)
dist(h, m)+pos(h)+pos(m)
dist(h,m)

Also we used features taking into account punctuation, frequent tokens and
neighbours of h and m.

For training and testing the corpus was separated into 2 parts by random split:
90%—for training and 10%—for testing. We consider 3 variants of training corre-
sponding to the choice of partition function and 2 variants of inference: Eisner and
Chu-Liu-Edmonds algorithms. The results of the testing (by UAS measure) are pre-
sented in the following table.
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ZO Zl ZZ
Eisner (perfect morphology) 90.50% | 90.29% | 90.56%
Chu-Liu-Edmonds(perfect morphology) 90.09% | 90.03% | 90.31%
Eisner (predicted morphology) 86.76% | 86.54% | 86.97%
Chu-Liu-Edmonds (predicted morphology) 86.05% | 85.92% | 86.46%

Morphological tagging was performed with morphological parser [6]. The fol-
lowing table shows the results of error statistics depending on part of speech of depen-
dent word for the best experiment (perfect morphology + Eisner + Z,)

Part of speech Accuracy on POS | Common mistake

S 93.80% 2.490%
PR 82.57% 2.020%
\% 88.90% 1.600%
CONJ 80.67% 1.240%
ADV 85.87% 0.850%
A 95.83% 0.600%
PART 90.30% 0.400%
NID 87.39% 0.050%
NUM 94.48% 0.110%
UNKNOWN 76.41% 0.050%
COM 85.71% 0.002%

In order to compare our accuracy with the current state-of-the-art we present the
following table based on the papers [7, 8].

Nivre Sharoff
89.00% 89.40%

4. Discussion

The accuracy of resulting classifier outperforms existing analogues [7, 8] by UAS-
measure. The choice of partition function doesn’t affect an accuracy of the algorithm.
Moreover usage of Z, and Z, sufficiently increase efficiency of the algorithm.
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Appendix

Proof of (2) Denote by the set of all pairs (i,j),i #j,0<i<N,0<j<N.
Opening the brackets we get

Zy = 1_[ 1+ wpp) = z 1_[ Whm
(h.m):h#m vcU (hm)ev
0shsN
o<msN
Each term in the right part corresponds to the weight of the oriented graph with
edges (h,m) € V. Since each corresponding graph is present in the sum only once
we get the result.

Proof of (3) Opening the brackets we get

N
ZZ = | | Z Wipm = Z Z Z (Wh11 thz "'WhNN)
m=1 (hm):hzm hy#1hy,#2 hy#N

0<hsN
Each term in the right part corresponds to the weight of the corresponding func-

tional graph. Since each corresponding graph is present in the sum only once we get
the result.
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